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structure variations created by tumours. However, since some features imaged are
not speci�c to the presence of actual tumour cells, the unavoidable imaging of
secondary e�ects might lead to false diagnoses. Additionally, imaging methods
using X-rays and Gamma-rays actually use ionising radiation, which is harmful for
humans and animals as it is potentially cancer-inducing itself. On the other hand,
FOT is an imaging method which does not use harmful radiation and can be made
speci�c to the presence of designated cell types. Therefore, FOT is more precise
and with no side e�ects for humans.

Technically, the aim of FOT is to reconstruct the uorophore distribution in a
solid body from measurements of light intensity through detectors placed on the
boundary. The highly di�usive nature of light propagation implies that in fact FOT
forms a highly nonlinear and severely ill-posed inverse problem, hence mathemati-
cally it is a very challenging problem. FOT can be modelled by a coupled system
of PDEs (partial di�erential equations) with C-valued solutions and coe�cients.
The goal is to reconstruct a space-varying parameter in the system of PDEs in the
interior of a body (e.g. living tissue).

Mathematically, FOT can be modelled as follows. Let 
 � Rn be an open
bounded set with C1 boundary @
 and n � 3. In medical applications n = 3,
but from the mathematical viewpoint we may include greater dimensions without
any rami�cations. A uorescent dye is injected into the body 
 and in order to
determine the dye concentration � = �(x), the body is illuminated by a red light
source s = s(x) placed on the boundary @
. The wavelength of the light is adjusted
to the excitation wavelength of the dye, in order to force it to uoresce. The light
di�uses inside the body, and wherever dye is present, uorescent light in the infrared
range is emitted that can then be detected again at the body surface using a camera
and appropriate infrared �lters. The goal is then to reconstruct the distribution
� = �(x) of the dye, from these obtained surface images.

Speci�cally, for time-periodic light sources modulated at a speci�c frequency,
the following system of PDEs describes at any x 2 
 the C-valued photon uences
u = u(x) at the excitation wavelength and v = v(x) at the uorescent wavelength:

(1.1)

8=
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Then, (2.1) has a unique weak solution in W 1;2(
; R2) satisfying

(2.4)

8>><>>:
�




h
B : (Du>D ) + (Lu) �  

i
dLn +

�
@


�
u �  

�
dHn�1

=

�



h
f �  + F : D 

i
dLn +

�
@


�
g �  

�
dHn�1;

for all  2 W 1;2(
; R2). In addition, there exists C > 0 depending only on the
coe�cients and the domain such that

(2.5) kukW 1;2(
) � C
�
kfkL2(
) + kFkL2(
) + kgkL2(@
)

�
:

In (2.4), the notation \:" symbolises the Euclidean (Frobenius) inner product in
the matrix space Rn�n and \�" the Euclidean inner product in R2.

Proof. As we have already mentioned, the aim is to apply of the Lax Milgram the-
orem. (Note that the matrix L involved in the zeroth order term is not symmetric,
therefore this is not a direct consequence of the Riesz representation theorem.) To
this end, we de�ne the bilinear form

B : W 1;2(
; R2)�W 1;2(
; R2) �! R

by setting

B[u;  ] :=

�



h
B : (Du>D ) + (Lu) �  

i
dLn +

�
@


�
u �  

�
dHn�1:

Since B;L are L1, we immediately have by H�older inequality that��B[u;  ]
�� � CkukW 1;2(
)k kW 1;2(
)

for some C > 0 and all u;  2W 1;2(
; R2). Further, since

(Lu) � u = [uR; uI ]

�
lR �lI
lI lR

� �
uR
uI

�
= lR(uR)2 + lR(uI)

2

= lRjuj2

� �0juj2;

we have that

B[u; u] � �0

�
kDukkI l  kkI Tf 12.177 0 Td46 T13.7050Lkl  kkI � 0j  
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and also

kuIkW 1;p(
) �C
�
kfIk

L
np

n+p (
)
+ kFIkLp(
)

+ kgIkLp(@
) + kLkL1(
)kuk
L

np
n+p (
)

�
:

(2.8)

Note now that since by assumption p > 2n
n�2 , we have

2 <
np

n+ p
< p:

Hence, by the Lp interpolation inequalities, we can estimate

kuk
L

np
n+p (
)

� kuk�L2(
) kuk
1��
Lp(
); where � =

2p

n(p� 2)
:

By the Young inequality (for a; b � 0, " > 0, r > 1 and r=(r � 1) = r0)

(2.9) ab �
�
r � 1

r
("r)

1
1�r

�
b

r
r�1 + "ar;

for the choice r := (1� �)�1, we have

r =
n(p� 2)

p(n� 2)� 2n
;

r

r � 1
=
n(p� 2)

2p
; 1� � =

n(p� 2)

p(n� 2)� 2n
;

and hence we can further estimate

kuk
L

np
n+p (
)

� kuk�L2(
) kuk
1��
Lp(
)

=
�
kukL2(
)

� 2p
n(p�2)

�
kukLp(
)

� p(n�2)�2n
n(p�2)

�
�
r � 1

r
("r)

1
1�r

���
kukL2(
)

� 2p
n(p�2)

� r
r�1

+
��
kukLp(
)

� p(n�2)�2n
n(p�2)

�r
(2.10)

=

8<: 2p

n(p� 2)

�
"n(p� 2)

p(n� 2)� 2n

�� p(n�2)�2n
2p

9=; kukL2(
) + "kukLp(
)

=: C("; p; n)kukL2(
) + "kukLp(
):

By (2.7), (2.8) and (2.10), by choosing " > 0 small enough, we infer that

kukW 1;p(
) � C
�
kfk

L
np

n+p (
)
+ kFkLp(
) + kgkLp(@
) + kukL2(
)

�
:

The desired estimate (2.6) ensues by combining the above estimate with our earlier
W 1;2 estimate (2.5) from Theorem 1, together with H�older inequality and the fact
that min

�
p; np

n+p

	
> 2. The theorem has been established. �

3. Well-posedness of the direct Optical Tomography problem

In this section we utilise the well-posedness results of Section 2 to show that the
direct problem of Fluorescent Optical Tomograph5 Tf -2n1-303(lem)tauorTf 11.623 9eir(oe66ec [(),)c [(),)c [(),)F106(F)]TJ/ [(The)-2m)-333 1.(TJ/F8 9.9626 Tf -3317 818Td [(�)50W(omo-p)-27(os)-1e(al)dh5 n-1(tim1(t40f)-3334the)]TJ34theecth5 e(al)-3334theF(t)-OT334theblem)-31
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is bounded and uniformly continuous, valued in the positive matrices and its eigen-
values are uniformly bounded on 
 away from zero. Additionally, it is evident
that K� = K + �I2 2 L1(
; R2�2) and that it satis�es the structural assumptions
in (2.2). Hence, by Theorems 1-2 applied to the Robin boundary value problem
(1.4)(a)-(1.4)(c) for p = m=2 and noting that

m

2
>

n

2
>

2n

n� 2
;

for any S 2 L
nm

2n+m (
; R2) and any s 2 Lm
2 (@
; R2) there exists a unique solution

u 2 W 1;m
2 (
; R2) satisfying (3.3)(a) for all � 2 W 1; m

m�2 (
; R2), as well as the
estimate (3.4)(a). The only thing which is not already stated in the estimate (2.6)
is the estimate on kukLm(
), which follows by the Sobolev inequalities.

Again by Theorems 1-2 applied to the Robin boundary value problem (1.4)(b)-
(1.4)(d), there exists a unique solution v 2 W 1;p(
; R2) satisfying (3.3)(b) for all

 2W 1; p
p�1 (
; R2). Further, by applying (2.6), by H�older inequality we estimate

kvkW 1;p(
) � Ck�Huk
L

np
n+p (
)

� Ck�kL1(
)kuk
L

np
n+p (
)

� Ck�kL1(
)kukLm(
);

since m > n. The estimate (3.4)(b) therefore follows by the above estimate together
with the Sobolev inequalities. The proof is complete. �

4. The inverse problem through PDE-constrained minimisation

Now that the forward uorescent optical tomography problem is understood, we
proceed with the solvability of the inverse problem associated with (1.4). Through-
out this and subsequent sections we assume that the hypotheses of Theorem 3 are
satis�ed for a domain 
 b Rn with n � 3 and which from now is assumed to have
C1;1 regular boundary.

Fix an integer N 2 N, m > n, M; �; � > 0 and p > max
n
n; 2n

n�2

o
. Consider

Borel sets

(4.1)
�

�1; :::;�N
	
� @


and light sources

(4.2)
�
S1; :::; SN

	
� L

nm
2n+m (
; R2) ;

�
s1; :::; sN

	
� Lm

2 (@
; R2)

in the interior and on the boundary respectively. Let also

(4.3)
�
v�1; :::; v

�
N

	
� L1(@
; R2)

be predicted approximate values of the solution v of (1.4)(b)-(1.4)(d) on the bound-
ary @
, at noise (error) level �. Suppose that for any i 2 f1; :::; Ng, the pair (ui; vi)
solves (1.4) with data (Si; si; �). For the N -tuple of solutions (u1; :::; uN ; v1; :::; vN ),
we will be using the notation�

~u;~v
�
2 W 1;m

2 (
; R2�N )�W 1;p(
; R2��1 i1.4i
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The goal of the inverse problem associated with (1.4) is to determine a non-negative
� 2 Lp(
; [0;1)) such that the errors

��(vi�v�i )���i

�� which describe the mis�t between

the predicted approximate solution and the actual solution become as small as pos-
sible. We will minimise the error in L1 by means of approximations in Lp for large
p and then take the limit p ! 1. The bene�t of minimisation in L1 is that one
can achieve uniformly small error rather than on average. Since no reasonable error
functional is coercive in the admissible class of N -tuples of PDE solutions without
additional constraints, we add an extra Tykhonov-type regularisation term �k�k
for a small parameter � > 0 and some appropriate norm.

In view of the above observations, we de�ne for p > max
n
n; 2n

n�2

o
the functional

(4.4) Ep
�
~u;~v; �

�
:=

NX
i=1

vi � v�i  _Lp(�i)
+ �

D2�


_Lm(
)
; (~u;~v ; �

�
2 Xp(
)

and its limiting counterpart

(4.5) E1
�
~u;~v; �

�
:=

NX
i=1

vi � v�i L1(�i)
+ �

D2�


_Lm(
)
(~u;~v ; �

�
2 X1(
);

where the dotted _Lp-functionals are the next regularisations of the respective norms
(4.6)

kgk _Lp(�i)
:=

�
�
�

�i

(jgj(p))p dHn�1

�1=p
; kfk _Lm(
) :=

�
�
�




(jf j(m))
m dLn

�1=m
and j � j(p) is a regularisation of the Euclidean norm away from zero in the corre-
sponding space, given by

(4.7) j � j(p) :=
p
j � j2 + p�2:

The slashed integral symbolises the average with respect to either the Lebesgue
measure Ln or the Hausdor� measure Hn�1. The respective admissible classes
Xp(
) and X1(
) are de�ned by
(4.8)

Xp(
) :=

8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:

(~u;~v ; �
�
2 Wp(
) : for any i 2 f1; :::; Ng; (ui; vi; �) satis�es

0 � � �M a.e. on 

and8>>>><>>>>:

(a)i �div(A�
�Dui) + K�ui = Si; in 
;

(b)i �div(A�
�Dvi) + K�vi = �Hui; in 
;

(c)i (A�
�Dui)n + ui = si; on @
;

(d)i (A�
�Dvi)n + vi = 0; on @
;

for A;K;H; Si; si; �; �; �; ; p satisfying the hypotheses (1.5)
(1.6), (1.7), (3.1) and (4.1)-(4.3)

9>>>>>>>>>>>>>>>>>>=>>>>>>>>>>>>>>>>>>;
and

(4.9) X1(
) :=
\

n<p<1
Xp(
);
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whilst the Banach space Wp(
) involved in the de�nition of the admissible class
Xp(
) is

(4.10) Wp(
) := W 1;m
2 (
; R2�N )�W 1;p(
; R2�N )�W 2;m(
):

Note that X1(
) is a subset of a Frech�et space, rather than of a Banach space, but
this will not cause any added di�culties.

Remark 4. It might be quite surprising that in the Tikhonov term we include the
Lm norm of the Hessian of �, rather than as one would expect the Lm norm of either
the gradient or � itself. It turns out that one cannot regularise enough by adding
\+�k�k _Lm(
)" to obtain minimisers (this would be redundant anyway because of

the unilateral constraint). On the other hand, by adding \+�kD�k _Lm(
)", one can

indeed recover all the results up to and including Section 5, but not the results of
Section 6, as we cannot obtain the variational inequalities in L1 without higher
regularity in the coe�cients of the PDE systems in (4.8) due to the emergence of
quadratic gradient terms.

The main result in this section concerns the existence of Ep-minimisers in the ad-
missible class Xp(
), the existence of E1-minimisers in the admissible class X1(
)
and the approximability of the latter by the former as p!1.

Theorem 5 (E1-error minimisers, Ep-error minimisers and convergence as p!1).
(A) The functional Ep given by (4.4) has a constrained minimiser (~up; ~vp; �p) in the
admissible class Xp(
):

(4.11) Ep
�
~up; ~vp; �p

�
= inf

n
Ep
�
~u;~v; �

�
:
�
~u;~v; �

�
2 Xp(
)

o
:

(B) The functional E1 given by (4.5) has a constrained minimiser (~u1; ~v1; �1) in
the admissible class X1(
):

(4.12) E1
�
~u1; ~v1; �1

�
= inf

n
E1
�
~u;~v; �

�
:
�
~u;~v; �

�
2 X1(
)

o
:

Additionally, there exists a subsequence of indices (pj)
1
1 such that the sequence of

respective Epj
-minimisers

�
~upj

; ~vpj
; �pj

�
satis�es

(4.13)

8>>>>>>>>><>>>>>>>>>:

~up ��* ~u1; in W 1;m
2 (
; R2�N );

~up �! ~u1; in L
m
2 (
; R2�N );

~vp ��* ~v1; in W 1;q(
; R2�N ); for all q 2 (1;1);

~vp �! ~v1; in C(
; R2�N );

�p ��* �1; in W
;in. 6.9733.874 0 Td [(;)]TJ -145.6935.403749.s6.92 1.494 �!

N�!
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Proof. Let us begin by noting that Xp(
) 6= ;, and, as we will show right next, in
fact it is a weakly closed subset of the reexive Banach spaceWp(
) with cT4 Td [n64p



AN L1 APPROACH TO INVERSE OPTICAL TOMOGRAPHY 13

and a subsequence (jk)11 such that along which we have8>>>>>>>>><>>>>>>>>>:

~u j ��* ~up; in W 1;m
2 (
; R2�N );

~u j �! ~up; in L
m
2 (
; R2�N );

~v j ��* ~vp; in W 1;p(
; R2�N );

~v j �! ~vp; in C(
; R2�N );

� j ��* �p; in W 2;m(
);

� j �! �p; in C1(
);

as jk ! 1. We note that in this paper we will utilise the common practice of
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for any (~u;~v; �
�
2 X1(
). Hence

�
~u1; ~v1; �1

�
is a minimiser of E1 over X1(
).

The particular choice of (~u;~v; �
�

:=
�
~u1; ~v1; �1

�
in the above inequality yields

lim
pj!1

Ep
�
~up; ~vp; �p

�
= E1

�
~u1; ~v1; �1

�
:

The proof of Proposition 7 is now complete. �

5. Kuhn-Tucker theory and Lagrange multipliers for the p-error

In this section we return the Lp-minimisation problem (4.11) solved in Theorem
5 for �nite p < 1 (Section 4). Given the presence of both PDE and unilateral
constraints, in general one cannot have an Euler-Lagrange equation, but an one-
sided variational inequality with Lagrange multipliers. The goal here is to derive the
relevant variational inequality associated with (4.11). The main result is therefore
the following.

Theorem 8 (The variational inequalities in Lp). In the setting of Section 4 and
under the same assumptions, for any p > maxfn; 2n=(n� 2)g, there exist Lagrange
multipliers �

~�p; ~ p
�
2W 1; m

m�2 (
; R2�N )�W 1; p
p�1 (
; R2�N )

associated with the constrained minimisation problem (4.11) for Ep in the admissible
class Xp(
), such that the constrained minimiser

�
~up; ~vp; �p

�
2 Xp(
) satis�es the

next three relations:
�m

p

�



(D2� �D2�p) : �(D2�p) dLn �

NX
i=1

�



(� � �p)
�
�
�
Hupi

�
�  pi + _r(�; �p)

h
Dupi : D�pi

+ Dvpi : D pi

i
+ upi � �pi + vpi �  pi

�
dLn

(5.1)

for any � 2W 2;m(
; [0;M ]); further,
�
@


~w : d[~�p(~vp)] =

NX
i=1

� �



h
A�p

: (Dw>i D pi) +
�
K�p

wi
�
�  pi

i
dLn

+

�
@


(wi) �  pi dHn�1

�
;

(5.2)

for any ~w 2W 1;p(
; R2�N ), and �nally

NX
i=1

� �



h
A�p

: (Dz>i D�pi) + (K�p
zi) � �pi

i
dLn +

�
@


(zi) � �pi dHn�1

�

=

NX
i=1

�



�p
�
Hzi
�
�  pi dLn;

(5.3)

for any ~z 2W 1;m
2 (
; R2�N ).

In the relations (5.1)-(5.2), �(V ) is de�ned for any V 2 Lm(
; Rn�n) as

(5.4) �(V ) :=
(jV j(m)
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which by the chain rule yields�
dEp

�
(~u;~v;�)

(~z; ~w; �) = p

NX
i=1

�
�
�

�i

���vi � v�i ��(p)�p dHn�1

�1
p�1

�

��
�

�i

�
jvi � v�i j(p)

�p�2
(vi � v�i ) � wi dHn�1

+�m

�
�
�




�
jD2�j(m)

�m
dLn

� 1
m�1

�
�




���D2�
��
(m)

�m�2
D2� : D2� dLn:

Hence, (5.6) follows in view of the de�nitions (5.4)-(5.5). The lemma ensues. �
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With the aim of deriving the variational inequality which is the necessary condi-
tion of the minimisation problem (4.11), we compute the Frech�et derivative of the
mapping G above and prove that it is a submersion.

Lemma 11.
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The exact form of the Gateaux derivative of G is a simple consequence of the
de�nitions of A�;K� and the next computations:

d

d"

���
"=0

H(� + "�)(ui + "zi) = H(�ui + �zi);

d

d"

���
"=0

A�+"� :
�
(Dui + "D
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and (
�div(A�

�Dwi) + K�wi =
�
gi + �Hzi

�
� divGi; in 
;

(A�
�Dwi �Gi)n + wi = 0; on @
;

for all i 2 f1; :::; Ng and with A;K;H; ui; �; ; fi; Fi; gi; Gi being �xed coe�cients
and parameters. The solvability of the above systems follows from Theorems 1-3.
The result is therefore complete. �

Now we derive the variational inequality through the generalised Kuhn-Tucker
theory of Lagrange multipliers.

Proposition 12 (The variational inequality). For any p > 2n=(n� 2), there existand paramet432 1e8B2l32 /F8 00i
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for any (~z; ~w; �) in the convex set Wp
M (
). Recall now that (5.11) implies that the

convex subset Wp
M (
) of the Banach space Wp(
) can be written as the Cartesian

product of the vector spaces

W 1;m
2 (
; R2�N )�W 1;p(
; R2�N )

with the convex set W 2;m(
; [0;M ]), we may replace ~z by ~z + ~up and we may also
replace ~w by ~w + ~vp in (5.19) to arrive at (5.18). The proof of Proposition 12 is
now complete. �

We now use Proposition 12 to deduce that the variational inequality takes the
form (5.20) below, as a direct consequence of Lemmas 10-11, (5.6), (5.4), (5.5),
(5.13)-(5.16).

Corollary 13. In the setting of Proposition 12, in view of the form of the Frech�et
derivatives of Ep and G, the variational inequality (5.18) takes the form

�
@


~w : d[~�p(~vp)] +
�m

p

�



�
D2� �D2�p

�
: �(D2�p) dLn

�
NX
i=1

��



h
A : (Dz>i D�pi) + (Kzi) � �pi

i
dLn +

�
@


(zi) � �pi dHn�1

�

+

NX
i=1

��



h
B : (Dw>i D pi) +

�
Lwi �H

�
(� � �p)upi + �pzi

��
�  pi

i
dLn

+

�
@


(wi) �  pi dHn�1

�
+

NX
i=1

�



(� � �p)
�

_r(�; �p)
h
Dupi : D�pi

+ Dvpi : D pi

i
+ upi � �pi + vpi �  pi

�
dLn

(5.20)

for any (~z; ~w; �) 2 Wp
M (
).

We conclude this section by obtaining the further desired information on the
variational inequality (5.20).

Lemma 14. In the setting of Corollary 13, the variational inequality (5.20) for the
constrained minimiser

�
~up; ~vp; �p

�
is equivalent Td [1e9 0 Td [(�)]TJ/726 Tf TJ/F11 85(triple01)]TJ/51(l]TJ/(miniel(quals0.191 1.495 Td [(:)6W)8140 1 rg 0 0 1 RG
 [(5.20)]TJ
0 g 0 G
 [(	)]TJ/F55 9.9626 Tf 28.507 0 Td [(for)-30.4714 9.9626-5.007 0 Td [(()]F55 0 1 rg 0 0 1 RG
 [(5.20)]TJ
0 g 0 G
 [(-316(the)-306(var Tf 28.507 0 Td [(for)-30.4789626 Tf -103.the)-306(v626F1099e)-439(concludPJ
0 0 
0 0 f9.9626 Tf 59.0930 Td [(()] 6.969626 Tf T9(des62-347((tg)-439(t750 0 1 RG
 [(5.20)]TJ
0 g 0 G
 [(	)]TJ/F55 9.9626 Tf 2es62-follog)-4ws2es62-ng)-439(t62-5(Cor)513.145 0 Td [( )]7)-2840 1 rg 0~)628(w).191 1.495 Td [(:)-273he)]TJ -3=13.145 0 Td [( )]TJ920 1 rg 0~)21)]TJ.191 1.495 Td [(:)1 925e(
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the admissible class (4.9
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for any ~w 2 C1
0 (
; R2�N ), and �nally

NX
i=1

�



h
A�1 : (Dz
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limit as pj ! 1, since the rescaled Lagrange multipliers
�
~�p=Cp; ~ p=Cp

�
are

bounded in the product space

W 1; m
m�2 (
; R2�N )�BV (
; R2�N )

and therefore the sequence is weakly* precompact. (Recall also that on a reexive
space the weak and the weak* topology coincide.) Note �rst that we have�����




D2(� � �p) : �
�
D2�p

�
dLn

���� =

������
�




D2(� � �p
�

:
(jD2�pj(m))

m�2 D2�p�
kD2�pk _Lm(
)

�m�1 dLn
�����

� �
�




��D2(� � �p)
�� (jD2�pj(m))

m�1�
kD2�pk _Lm(
)

�m�1 dLn

� C
D2(� � �p)


Lm(
)

;

by the de�nition of � and by H�older inequality. In order to conclude, we need to
justify the weak* convergence as pj !1 of the quadratic terms

Dupi :
D�pi
Cp

; Dvpi :
D pi
Cp

:

To this end, we will show that under the higher regularity assumptions on the coef-
�cients, we in fact have the next strong modes of convergence for the p-minimisers:

Dupi �! Du1i in L
m
2

loc(
; R2);(6.9)

Dvpi �! Dv1i in C(
; R2);(6.10)

as pj !1, for all i 2 f1; :::; Ng. Before proving (6.9)-(6.10), we demonstrate how
to conclude by assuming them. Since we have

D�pi
Cp

��* D�1i in L
m

m�2 (
; R2);(6.11)

D pi
Cp
Ln ���* D 1i in M(
; R2)(6.12)

and also �p �! �1 in C1(
) as pj ! 1, by choosing any O b 
 with Lipschitz
boundary (for instance the union of �nitely many balls), (�pj )11 �W 2;m(
; [0;M ])

and � 2W 2;m(
; [0;M ]) with

�p � �p on 
 n O; �p �! � in W 2;m(O) � C1(O);

we have � � �p 2W 2;m
0 (O) and

�p � �p �! � � �1 in W 2;m
0 (O)

as pj !1. Hence, (6.4)-(6.6) follow by (6.9)-(6.12), together with the weak-strong

continuity of the duality pairing between L
m
2 (O; R2) and L

m
m�2 (O; R2) and the

weak*-strong continuity of the duality pairing between C0(O; R2) and M(O; R2),

at least for test functions � 2W 2;m
�1

(O; [0;M ]). The general case for test functions

� 2 C�1(
; [0;M ]) follows by a standard approximation argument.
Now we establish (6.9)-(6.10). Fix i 2 f1; :::; Ng, e 2 Rn with jej1(
; [0
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