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2 Background

2.1 Auxiliary variable methods



This is often referred to as theABC likelihood. It is proportional to a convolution of the
likelihood with a uniform density, evaluated aty. For � > 0 this is generally an inexact
approximation to the likelihood. For discrete data it is possible to use� = 0 in which case
the ABC likelihood equals the exact likelihood, and soLABC is unbiased.

For MRFs empirically it is observed that, compared with competitors such as the ex-
change algorithm (Murray et al., 2006), ABC requires a relatively large number of simula-
tions to yield an e�cient algorithm (Friel, 2013).

3 Derivation

3.1 ABC for MRF models

Suppose that the modelf (yj� ) has an intractable likelihood but can be targeted by a
MCMC chain x = ( x1; x2; : : : ; xn ). Let � represent densities relating to this chain. Then
� n (yj� ) := � (xn = yj� ) is an approximation of f (yj� ) which can be estimated by ABC. For
now suppose thaty is discrete and consider the ABC likelihood estimate requiring an exact
match: simulate from� (x j� ) and return 1 (xn = y). We will consider an IS variation on this:
simulate from g(xj� ) and return 1 (xn = y)� (xj� )=g(xj� ). Under the mild assumption that
g(xj� ) has the same support as� (xj� ) (typically true unless n is small), both estimates have
the expectation Pr(xn = yj� ).

This can be generalised to cover continuous data using the identity

� n (yj� ) =
Z

xn = y
� (x j� )dx1:n� 1;

wherex i :j represents (x i ; x i +1 ; : : : ; xj ). An importance sampling estimate of this integral is

w =
� (x j� )

g(x1:n� 1j� )
(3)

where x is sampled fromg(x1:n� 1j� )� (xn = y), with � representing a Dirac delta measure.
Then, under mild conditions on the support ofg, w is an unbiased estimate of� n (yj� ).

The ideal choice ofg(x1:n� 1j� ) is � (x1:n� 1jxn ; � ), as then w = � (xn = yj� ) exactly. This
represents sampling from the Markov chain conditional on its �nal state being y.

3.2 Equivalence to MAV

We now show that natural choices of� (x j� ) and g(x1:n� 1j�



Here� (x j� ) de�nes a MCMC chain with transitions K i (x i +1 jx i ). SupposeK i is as in Section
2.1 for i � a, and for i > a it is a reversible Markov kernel with invariant distribution
f (�j � ). Also assumeb := n � a ! 1 . Then the MCMC chain ends in a long sequence of
steps targetingf (�j � ) so that limn!1 � n (�j � ) = f (�j � ). Thus the likelihood being estimated
converges on the true likelihood for largen. Note this is the case even for �xeda.

The importance densityg(x1:n� 1j� ) speci�es a reverse time MCMC chain starting from
xn = y with transitions K i (x i jx i +1 ). Simulating x is straightforward by samplingxn� 1, then
xn� 2 and so on. This importance density is an approximation to the ideal choice stated at
the end of Section 3.1.

The resulting likelihood estimator is

w = f 1(x1j�; y )
n� 1Y

i =1

K i (x i +1 jx i )
K i (x i jx i +1 )

:

Using detailed balance gives

K i (x i +1 jx i )
K i (x i jx i +1 )

=
f i (x i +1 j�; y )
f i (x i j�; y )

=
 i (x i +1 j�; y )
 i (x i j�; y )

;

so that

w = f 1(x1j�; y )
n� 1Y

i =1

 i (x i +1 j�; y )
 i (x i j�; y )

=  (yj� )
nY

i =2

 i � 1(x i j�; y )
 i (x i j�; y )

:

This is an unbiased estimator of� n (yj� ). Hence

v =
nY

i =2

 i � 1(x i j�; y )
 i (x i j�; y )

=
aY

i =2

 i � 1(x i j�; y )
 i (x i j�; y )

:

is an unbiased estimator of� n (yj� )= (yj� ) ! 1=Z(� ). In the above we have assumed, as
in Section 3.1, that  1 is normalised. When this is not the case then we instead get an
estimator of Z (~� )=Z(� ), as for MAV methods. Also note that in either case a valid estimator
is produced for any choice ofy.

The ABC estimate can be viewed by a two stage procedure. First runa MCMC chain of
length b with any starting value, targeting f (�j � ij�; y )
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