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existence can be proved given certain boundary conditions. Subsequent considera-
tions typically include uniqueness, qualitative properties, regularity and numerics.
This approach has been enormously successful but unfortunately only equations
and systems with fairly special structure have been considered so far. A standing
idea in this regard consists of using duality and integration-by-parts in order to
interpret rigorously derivatives by \passing them to test functions". This method
which dates back to the 1930s ([S1, S2, So]) is basically restricted to divergence
structure equations and systems. A more recent approach discovered in the 1980s
is that of viscosity solutions ([CL]) which builds on the maximum principle as a
device to \pass derivatives to test functions". Although it applies mostly to single
equations supporting the maximum principle, it has been hugely successful because
it includes the fully nonlinear case.

In this paper we introduce a new theory of generalised solutions which applies to
nonlinear PDE systems of any order. Our approach allows formerely measurable
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in approximating sequences due to the combination of phenomena of oscillations
and/or concentrations ([
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Our motivation to introduce and study generalised solutions for nonlinear PDE
systems primarily comes from the need to study the recently discovered1 -Laplace
system rigorously, which is the fundamental equation of Vectorial Calculus of Vari-
ations in the spaceL 1 . Calculus of Variations in L 1 has a long history which
started in the 1960s by Aronsson ([A1]-[A5]) who was the �rst to consider varia-
tional problems for supremal functionals of the form

(1.6) E1 (u; 
) :=

 H (�; u; Du )




L 1 (
) :

Aronsson introduced the appropriate notion of minimisers for such functionals and
studied classical solutions of the respective equation which is theL 1 -analogue of
the Euler-Lagrange equation. In the simplest case ofH (p) = jpj (the Euclidean
norm on Rn ), the L 1 -equation is called the1 -Laplacian and reads

(1.7) � 1 u := Du 
 Du : D 2u = 0 :

Since then, the �eld has undergone huge development due to both the intrinsic
mathematical interest and the important for applications: minimisation of the max-
imum provides morerealistic models when compared to the classical case of integral
functionals where the average is minimised instead. A basic di�culty in the study
of (1.6) is that (1.7) possesses singular solutions. Aronsson himself exhibited this
in [A6, A7] and the �eld had to wait until the development of viscosity solutions
for 2nd order equations in the early 1990s in order to study general solutions (see
[C, BEJ, E, E2] and for a pedagogical introduction see [K8]).

Until recently, the study of supremal functionals was restricted exclusively to the
scalar case ofN = 1 and to �rst order problems. The principal reason for this was
the absence of an e�cient theory of generalised solutions which would allow the
rigorous study of non-divergence PDE systems or higher order equations, including
those arising in L 1 . The foundations of the vector case of (1.6), including the
discovery of the appropriate system version of (1.7), the correct vectorial minimality
notion and the study of classical solutions have been laid in a series of recent papers
of the author ([K1]-[K6]). In the simplest case of

(1.8) E1 (u; 
) = kDukL 1 (
)

applied to Lipschitz maps u : 
 � Rn �! RN (where the L 1 norm is interpreted
as the essential supremum of the Euclidean normjDu j on RNn ), the analogue of
the Euler-Lagrange equation is the1 -Laplace system:

(1.9) � 1 u :=
�

Du 
 Du + jDu j2[Du ]ndJ/F8(m:).9626 Tf 4.? 0 Td [(D)-28(u)]TJJ/F7 6.(m:).9626 Tf 14.228=2 0 I.9626 Tf 9.962 0 T5is wthe�: D 2u = 0
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Basics. Let n; N 2 N be �xed, which in this paper will always be the dimensions of
domain and range respectively of our candidate solutionsu : 
 � Rn �! RN . By

 we will always mean an open subset ofRn , even if it is not explicitly mentioned.
Unless indicated otherwise, Greek indices�; �; ; ::: will run in f 1; :::; N g and latin
indices i; j; k; ::: (perhaps indexed i 1; i 2; :::) will run in f 1; :::; ng, even when the
range is not given explicitly. The norms j � j appearing throughout will always be
the Euclidean, while the Euclidean inner products will be denoted by either \�" on
Rn ; RN or by \:" on tensor spaces, e.g. onRNn and RNn 2

s we have

jX j2 =
X

�;i

X �i X �i � X : X; jX j2 =
X

�;i;j

X �ij X �ij � X : X ;

etc. The standard bases onRn , RN , RNn will be denoted by f ei g, f e� g and
f e� 
 ei g. By introducing the symmetrised tensor product

(2.1) a _ b :=
1
2

�
a 
 b + b
 a

�
; a; b2 Rn ;

we will write
�

e� 
 (ei 1 _ ::: _ ei p )
	

for the standard basis of theRNn p

s . We will
follow the convention of denoting vector subspaces of Euclidean spaces as well as
the orthogonal projections on them by the same symbol. For example, if � �
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f E ( � )1 ; :::; E ( � )n g of Rn . Given such bases, we willalways equip the spacesRNn

and RNn p

s with the following induced orthonormal bases:

RNn = span[
�

E �i 	
]; E �i := E � 
 E ( � ) i ;

RNn p

s = span[
�

E �i 1 :::i p
	

]; E �i 1 :::i p := E � 

�

E ( � ) i 1 _ ::: _ E ( � ) i p

�
:

(2.2)

Given such frames, letDE ( � ) i and D p
E ( � ) i p :::E ( � ) i 1

= DE ( � ) i p � � � DE ( � ) i 1 denote the
usual directional derivatives of 1st and pth order along the respective directions.
Then, the gradient Du of a map u : 
 � Rn �! RN can be written as

(2.3) Du =
X

�;i

�
E �i : Du

�
E �i =

X

�;i

�
DE ( � ) i (E � � u)

�
E �i

and the pth order derivative D pu as

D pu =
X

�;i 1 ;:::;i p

�
E �i 1 :::i p : D pu

�
E �i 1 :::i p

=
X

�;i 1 ;:::;i p

�
D p

E ( � ) i 1 :::E ( � ) i p
(E � � u)

�
E �i 1 :::i p :

(2.4)

We will also use the following notation for the pth order Jet of u:

D [p]u :=
�
Du; D 2u; :::; D pu

�
:

Given a 2 Rn with jaj = 1 and h 2 R n f 0g, when x; x + ah 2 
 the 1st di�erence
quotient of u along the direction a at x will be denoted by

(2.5) D 1;h
a u(x) :=

u(x + ha) � u(x)
h

:

By iteration, if h1; :::; hp 6= 0 the pth order di�erence quotient along a1; :::; ap is

(2.6) D p;h p :::h 1
ap :::a 1

u := D 1;h p
ap

�
� � �

�
D 1;h 1

a1
u

� �
:

Young Measures. Let E � Rn be a measurable set andK � Rd a compact subset
of some Euclidean space, which we will later take to beRNn p

s . Consider the L 1

space of strongly measurable maps valued in the (separable Banach) spaceC0(K)
of real continuous functions overK, in the standard Bochner sense:

L 1�
E; C 0(K)

�
:

For details about these spaces we refer e.g. to [FL, F, V] (and references therein).
The elements ofL 1

�
E; C 0(K)

�
can be identi�ed with the Carath�eodory functions

� : E � K �! R; (x; X ) 7! �( x; X )

for which

k� kL 1 (E;C 0 (K)) :=
Z

E
max
X 2 K

�
� �( x; X )

�
� dx < 1

and the identi�cation is given by considering � as a map E 3 x 7! �( x; �) 2 C0(K).
The notion of Carath�eodory functions is meant in the usual sense, that is for every
X 2 K the function x 7! �( x; X ) is measurable and for a.e.x 2 E the function
X 7! �( x; X ) is continuous. The spaceL 1

�
E; C 0(K)

�
is separable and the simple

functions of this space (which are norm-dense) have the form

E 3 x 7!
qX

i =1

� E i (x) � i 2 C0(K);
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where E1; :::; Eq are measurable disjoint subsets ofE and � i 2 C0(K
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Lemma 4. SupposeE � Rn is measurable andvm ; v1 : E �! K are measurable
maps, m 2 N. Then, there exist subsequences(mk )1

1 , (ml )1
1 :

(1) vm �! v1 a.e. on E =) � vm k

�
�� * � v1 in Y (E; K);

(2) � vm
�

�� * � v1 in Y (E; K) =) vm l �! v1 a.e. on E:



GENERALISED SOLUTIONS FOR FULLY NONLINEAR SYSTEMS AND EXISTENCE 11

for any compactly supported \test" function � 2 C0
c

�
RNn � RNn 2

s

�
. This gives the

idea that we can embed the di�erence quotient maps
�
D 1;h m u; D 2;h m 0hm 00u

�
: 
 �! RNn � RNn 2

s

into the spaces of Young measures and consider instead

� D 1;h m u : 
 �! P
�
RNn �

; � D 2;h m 0h m 00u : 
 �! P
�
RNn 2

s

�

over the Alexandro� compacti�cations. The reason we need to attach the point at
1
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Remark 8. As a consequence of the separate convergence, thepth order Jet is
always a (�bre) product Young measure:

D [p]u = Du � � � � � D pu:

The weak* compactness of the spaces of Young measures readily implies the
existence of plenty of di�use derivatives for measurable mappings.

Lemma 9 (Existence of di�use derivatives). Every measurable mappingu : 
 �
Rn �! RN possesses di�use derivatives of all orders, actually at least one for every
choice of in�nitesimal sequence.

Remark 10 (Nonexistence of distributional derivatives). Since we do not require
our maps to be in L 1

loc (
 ; RN ), they may not possess distributional derivatives.

In general di�use derivatives may not be uniquefor nonsmooth maps. However,
they are compatible with weak derivatives and a fortiori with classical derivatives:

Lemma 11 (Compatibility of weak and di�use derivatives) . If u 2 W 1;1
loc (
 ; RN ),

then the di�use gradient Du is unique and

� Du = Du; a.e. on 
 :

More generally, if q 2 f 1; :::; p � 1g and u 2 W q;1
loc (
 ; RN ), then D [q]u is unique and

D [p]u = � (Du;:::;D q u) � D q+1 � ::: � D pu; a.e. on 
 :

Proof of Lemma 11. It su�ce to establish only the 1st order case. For any �xed
e 2 Rn we haveD 1;h

e u �! Deu in L 1
loc (
 ; RN ) as h ! 0. We choosee := E ( � ) i and

h :=
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(b) If there exists a measurable mapU : 
 � Rn �! RNn such that for any
di�use gradient Du 2 Y (
 ; RNn ) we have

Du = � U ; a.e. on 
 ;

then it follows that u is di�erentiable in measure and U = LDu a.e. on 
 .

Proof of Lemma 13. (a) By choosingy := hE ( � ) i in De�nition 12 applied to the
projection E � � u we get that D 1;h

E ( � ) i (E � � u) �! E �i : (LDu) as h ! 0 locally in
measure on 
. Thus, for any hm ! 0, there is hm k ! 0 such that the convergence
is a.e. on 
, whence Du = � L Du by Lemma 4.

(b) We begin by observing a triviality: for any map f : Rn ! RN we have
f (y) ! l as y ! 0 if and only if for any ym ! 0, there is ym k ! 0 such that
f (ym k ) ! l ask ! 1 . We continue by noting that by Lemma 4 and our assumption
we have that for any hm ! 0 there is hm k ! 0 such that D 1;h m k u �! U a.e. on

, as k ! 1 . Hence, we obtain that D 1;h u �! U as h ! 0 (full limit), a.e. on

. Since a.e. convergence implies convergence locally in measure, we deduce that
U = LDu a.e. on 
, as desired. �

The next notion of solution will be central in this work. For pedagogical reasons,
we give it �rst for W 1;1

loc solutions of 2nd order systems and then in the general case.

De�nition 14 (Weakly di�erentiable D-solutions of 2nd order systems). Let 
 �
Rn be open,

F : 
 �
�

RN � RNn � RNn 2

s

�
�! RM

a Carath�eodory map and u : 
 � Rn �! RN a map in W 1;1
loc (
 ; RN ). Suppose we

have �xed some reference frames as in De�nition 5 and consider the PDE system

(2.10) F
�
�; u; Du; D 2u

�
= 0 ; on 
 :

We say that u is a D-solution of (2.10) when for any di�use hessian ofu arising
from any in�nitesimal sequence (De�nition 7)

� D 1;h m Du
��� * D2u in Y

�

 ; RNn 2

s

�
;

as m ! 1 , we have
Z

RNn 2
s

�( X ) F
�
�; u; Du; X

�
d[D2u](X ) = 0 ; a.e. on 
 ;

for any � 2 C0
c

�
RNn 2

s

�
.

Now we consider the generalpth order case. For brevity, we will write

X � (X 1; :::; X p) 2 RNn � � � � � RNn p

s :

De�nition 15 (D-solutions for pth order systems). Let 
 � Rn be open,

F : 
 �
�

RN � RNn � � � � � RNn p

s

�
�! RM

a Carath�eodory map and u : 
 � Rn �! RN a measurable map. Suppose also we
have �xed some reference frames as in De�nition 5 and consider the PDE system

(2.11) F
�

x; u(x); D [p]u(x)
�

= 0 ; x 2 
 :
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Then, we say that u is a D-solution of (2.11) when for any di�use pth order Jet
of u arising from any in�nitesimal sequence (De�nition 7)

� D [p ] ;h m u
��� * D [p]u in Y

�

 ; RNn � � � � � RNn p

s

�
;

as m ! 1 , we have
Z

RNn ����� RNn p
s

�( X ) F
�
x; u(x); X

�
d
�
D [p]u(x)

�
(X ) = 0 ; a.e. x 2 
 ;

for any � 2 C0
c

�
RNn � � � � � RNn p

s

�
.

Note that De�nition 14 can be deduced from De�nition 15 by using Lemmas
11 and 4 and that the convergence is separate. These imply whenp = 2 that
D 2;h ( m 0;m ) u �! D 1;h m Du a.e. on 
 as m0 ! 1 .

The following result asserts the fairly obvious fact that D-solutions and strong
solutions are compatible.

Proposition 16 (Compatibility of strong and D-solutions). Let F a Carath�eodory
map as in (1.1) and u : 
 � Rn
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(2) All reduced pth order Jets of u satisfy the di�erential inclusion:

For a.e. x 2 
 ; supp
�

D [p]u� (x)
�

�
n

F
�
x; u(x); �

�
= 0

o
:

(3) For any pth order Jet of u
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Since� U m
��� * # asm ! 1 and 	 k is an admissible Carath�eodory function, we have

Z



	 k �

x; U m (x)
�

dx �!
Z




Z

RNn � ::: � RNn p
s

	 k �
x; X

�
d[#(x)](X ) dx;

asm ! 1 . By assumption, we have thatF
�
�; u; [Um ]R

�
�! 0 a.e. on 
 as m ! 1 .

By the properties of � and of the truncations, we have the identity

�
�
[Um ]R

�
F

�
�; u; [Um ]R

�
= � ( Um ) F

�
�; u; Um �

valid a.e. on 
. Together these last facts give that 	 k (�; Um ) �! 0 a.e. on 
. More-
over, by using the boundj� k j � k and that j
 k j < 1 , the Dominated convergence
theorem allows to infer that 	 k (�; Um ) �! 0 in L 1(
) as m ! 1 . Hence, by the
above convergence and the de�nition of �, for a.e. x 2 
 k we have that

0 =
Z

RNn � ::: � RNn p
s

	 k �
x; X

�
d[#(x)](X )

=
Z

RNn � ::: � RNn p
s

�( X )
�
�F

�
x; u(x); X

� �
� d[#(x)](X )

�
Z

BR= 2 (0)

�
�F

�
x; u(x); X

� �
� d[#(x)](X ):

The conclusion follows by letting k ! 1 and then R ! 1 .
(3)) (2): We argue as in the case \(1)) (2)". Suppose that

Z

RNn � ::: � RNn p
s

�
�F

�
x; u(x); X

� �
� d[#(x)](X ) = 0 ; a.e. x 2 
 ;

while the conclusion fails. Fix x 2 
 for which the above holds and assume that
supp

�
#� (x)

�
6�

� �
�F

�
x; u(x); �

� �
� = 0

	
. Then, there exists

X 0 2
�
RNn � ::: � RNn p

s

�
n

n �
�F

�
x; u(x); �

� �
� = 0

o

such that, for all R > 0 we have that [#(x)]
�
BR (X 0)

�
> 0. Since

�
�F

�
x; u(x); �

� �
� is

continuous and
�
�F

�
x; u(x); X 0

� �
� > 0, there exist c0; R0 > 0 such that

�
�F

�
x; u(x); �

� �
� � c0 > 0; on BR 0 (X 0):

Then, we have

0 =
Z

RNn � ::: � RNn p
s

�
�F

�
x; u(x); X

� �
� d[#(x)](X ) � c0 [#(x)]

�
BR 0 (X 0)

�
:

The above contradiction establishes the desired inclusion.
(2)) (5): We �x R > 0 and de�ne the function

	 : 
 �
�

RNn � � � � � RNn p

s

�
�! [0; 1 )

given by

	( x; X ) := � BR (0) (X ) dist
�

X ; BR (0) \
n �

�F
�
x; u(x); �

� �
� = 0

o�
:

Then, 	 is measurable in x for all X (this is a consequence of Aumann's theorem,
see e.g. [FL]), upper semicontinuous inX for a.e. x and also bounded. Hence, since
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Proof of Proposition 26. If su�ces to establish b) and only for p = 1. By as-
sumption, we have that A 1(x) : LDv(x) = g(x) and also that for any � 2 C0

c (RNn ),
Z

RNn
�( X )

h
A 1(x) : X � f (x)

i
d[Du(x)](X ) = 0 ;

both being valid for a.e. on x 2 
. Here Du is any di�use gradient. We �x any
point x as above and replace � by �

�
� + LDv(x)

�
. Then, we obtain

Z

RNn
�

�
X + LDv(x)

� h
A 1(x) :

�
X + LDv(x)

�
� f (x) � g(x)

i
d[Du(x)](X ) = 0 :

By the de�nition of Du � TL Dv , we obtain
Z

RNn
�( Y )

h
A 1(x) : Y � (f + g)(x)

i
d
�
Du(x) � TL Dv (x )

�
(Y ) = 0 :

By utilising part a), the conclusion ensues. �

Example 28 (Nonlinearity of di�use derivatives) . Let K � R be a compact nowhere
dense set of positive measure (e.g.K = [0 ; 1]n([ 1

1 (r j � 3� j ; r j +3 � j )) where(r j )1
1

is an enumeration of Q \ [0; 1]). Then, for u
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(see also Remark 17). However,D-solutions completely avoid the impossibility to
multiply distributions. For example, if A 2 L 1 (Rn ; Rn ),

A � D 1;h m u ��
D =

�
���� * A � Du; in D 0� Rn ; Rn �

; [not well de�ned!]
�

���� * A � Du; in Y
�
Rn ; Rn �

; [well de�ned!]

Hence, for the equationA � Du = 0, solutions u 2 L 1
loc (Rn ) make perfect sense in

our context by interpreting the equation as

A (x) �
Z

RN
�( X ) X d [Du(x)](X ) = 0 ; a.e. x 2 Rn ;

for all � 2 C0
c (Rn ), while in the sense of distributions it is not well de�ned:

\ A (x) � Du(x) = A � bar (Du� (x)) = A (x) �
Z

Rn
X d[Du(x)](X ) " = ?

We conclude this discussion by underlining the simplicity and handiness of our
theory, as opposed to the more cumbersome algebraic theories of multiplication of
distributions and the inconsistencies they present (e.g. [Co]).

3. D-solutions of the 1 -Laplacian and tangent systems

In this section we establish our �rst main result concerning the existence ofD-
solutions. We treat the Dirichlet problem for the 1 -Laplace system (1.9) which
is the fundamental equation of vectorial Calculus of Variations in the spaceL 1

and arises from the functional (1.8). A central ingredient in the proof of Theo-
rem 29 below is a result of independent interest, Theorem 33 that follows, which
provides a method of constructing nonsmoothD-solutions to nonlinear systems by
\di�erentiating an equation".

Theorem 29 (Existence of 1 -Harmonic maps). Let 
 � Rn be an open set with
j
 j < 1 and n � 1. Then, for any g 2 W 1;1 (
 ; Rn ), the Dirichlet problem

(3.1)

( �
Du 
 Du + jDu j2[Du ]? 
 I

�
: D 2u = 0 ; on 
 ;

u = g; on @
 ;

has a D-solution u : 
 � Rn �! Rn in W 1;1
g (
 ; Rn ). In particular, u satis�es

De�nition 14 (with respect to the standard frames): for any di�use hessian, we
have Z

Rnn 2
s

�( X )
�

Du 
 Du + jDu j2[Du ]? 
 I
�

: X d[D2u](X ) = 0 ;

a.e. on 
X
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Fix an M > 0 as in statement and consider the Dirichlet problem:

(3.6)

(
� i (Dv) = 1 ; a.e. in 
 ; i = 1 ; :::; n;

v = g=M; on @
 :

Then, we have the estimate

 � n (Dg)




L 1 (
) =


 max

j ej=1
(Dg> Dg)1=2 : e 
 e





L 1 (
)

�

 (Dg> Dg)1=2




L 1 (
) :
(3.7)

In view of the results of [DM], the estimate (3.7) implies that the required compat-
ibility condition is satis�ed in regard to the problem (3.6). Hence there is a strong
solution v to (3.6) such that v � (g=M) 2
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We close this section we a discussion regarding the nonuniqueness problems
related to the 1 -Laplace system.

A possible selection principle for � 1 . In view of Theorem 30 proved in
[K2], among the many smooth solutions that (3.1) has, the boundary condition
g(x) = x is itself a solution. Moreover, it is the only solution which is a limit of
p-Harmonic maps asp ! 1 : for eachp > 2, the unique solution of thep-Laplacian
� pu = Div

�
jDu jp� 2Du

�
= 0 with data g on @
 is g itself. On the other hand,

in the scalar caseall 1 -Harmonic functions arise as uniform limits of p-Harmonic
functions (this is a consequence of Jensen's uniqueness theorem for the1 -Laplacian
and of the uniqueness for thep-Laplacian, see e.g. [C, K8] and references therein).
Moreover, plenty of other examples seem to exhibit the same behaviour. Hence,
we are led to the following conjecture regarding a selection (\entropy") principle of
\good" solutions to the 1 -Laplace system:

Conjecture (Uniqueness for the Dirichlet problem for � 1 ). For any do-
main 
 b Rn with Lipschitz boundary and any g 2 W 1;1 (
 ; RN ), the Dirichlet
problem (3.1) has a uniqueD-solution u1 2 W 1;1

g (
 ; RN ) in the class of uniform
subsequential limits ofp-Harmonic mappings up as p ! 1 .

Investigation of the validity of this conjecture is left for future work.

4. D-solutions of fully nonlinear degenerate elliptic systems

Fix n; N �
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only certain partial regularity along rank-one lines. Our �bre space counterparts
which are adapted to the degenerate nature of the problem support feeble yet
su�cient versions of weak compactness, trace operators and Poincar�e inequalities
for D-solutions. The proof is completed by characterising the \�bre" object we
have obtained via �xed point as the unique D-solution of the Dirichlet problem
(4.1) inside the �bre space.

4.2. Fibre spaces, degenerate ellipticity and the main result. Before stating
our existence result we need some preparation. We will use the notation

A 2 RNn � Nn
s

to denote symmetric linear mapsA : RNn �! RNn , i.e. 4th order tensors satisfying
A �i�j = A �j�i for all indices �; � = 1 ; :::; N and i; j = 1 ; :::; n. The notation

N
�

A : RNn ! RNn
�

; N
�

A : RNn 2

s ! RN
�

will be used to denote the nullspaces ofA as linear map with domain and range
those indicated in the brackets, i.e. whenA acts respectively as

A Q :=
X

�;�;i;j

�
A �i�j Q�j

�
e� 
 ei ; A : X :=

X

�;�;i;j

�
A �i�j X �ij

�
e� :

We will also use similar notation for the respective ranges with \R" instead of \ N ".
If A is rank-one positive, i.e. if the respective quadratic form is rank-one convex

A : � 
 a 
 � 
 a =
X

�;�;i;j

A �i�j � � ai � � aj � 0; � 2 RN ; a 2 Rn ;

we de�ne

� := R
�

A : RNn ! RNn
�

� RNn ;

� := span[
n

�
�
�
� � 
 a 2 �

o
] � RN ;

� := span[
n

� 
 (a _ b)
�
�
� � 
 a; � 
 b 2 �

o
] � RNn 2

s ;

� := min
j � j= jaj=1 ; � 
 a2 �

n
A : � 
 a 
 � 
 a

o
> 0:

(4.3)

We will call � the ellipticity constant of A , bearing in mind that strictly speaking
A may not be elliptic and the respective in�mum over RNn may vanish. We also
recall that we will use the same letters � ; � ; � to denote the subspaces as well as
the orthogonal projections on them. Further, note that we may say \positive A "
meaning \non-negative A ", but \strictly positive" will always be used to clarify
strictness.

The �bre Sobolev spaces. Given A 2 RNn � Nn
s rank-one positive, let � ; � ; � be

given by (4.3) and suppose that � is spanned by rank-one directions. A su�cient
condition regarding when this happens is whenA is in a sense \decomposable",
something we will require later in De�nition 36
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via the map u 7! (u; Du; D 2u). We de�ne the
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frames as in (2.2) depending only onF . In particular, u is well de�ned and vanishes
H n � 1-a.e. on @
 and for any � 2 C0

c

�
RNn 2

s

�
, we have

Z

RNn 2
s

�( X )
�

F (x; X ) � f (x)
�

d[D2u(x)](X ) = 0 ; a.e. x 2 
 ;

where D2u is any di�use hessian of u arising from any in�nitesimal subsequences:

� D 2;h m u
�

�� * D2u in Y
�

 ; RNn 2

s

�
; as m ! 1 :

Remark 38. I) [Compatibility ] f has to be valued in the subspace � because
this is a compatibility condition arising from the degeneracy of the problem. For
example, the 2� 2 system � u1 = f 1, 0 = f 2 has no solution whatsoever in any
weak sense unlessf 2 � 0.
II) [ Partial regularity ] The solution we obtain in Theorem 37 possess di�eren-
tiable projections along certain rank-one lines, but in general this can not be im-
proved further. For, choose anyf 2 C0(D ) not weakly di�erentiable with respect
to x1 for any x2 over the unit disc of R2. Then, the problem

D 2
22u = f on D; u = 0 on @D;

has the unique explicit D-solution (which is not in W 1;1
loc (
))

u(x1; x2) =
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for some 0< B < 1 and A positive such that A; 1=A 2 L 1 (
).
V) [ Partial monotonicity ] If F satis�es De�nition 35 and � (see (4.3)) satis�es

� � N
�

A : RNn 2

s ! RN
� ?

;

then the following \monotonicity" property holds true:

(4.6)

(
For a.e. x 2 
, F (x; �) is constant along the subspace �? :

F (x; X ) = F (x; � X ); X 2 RNn 2

s :

The above property of � will turn out to be true when A satis�es De�nition 36.
To see (4.6), note that since �? � N

�
A : RNn 2

s ! RN
�
, for any Z 2 � ? we have

A : Z = 0 and also � Z = 0. Hence, De�nition 35 gives
�
�
� � A(x)

�
F (x; X + Z) � F (x; X )

� �
�
� � 0; Z 2 � ? ; X 2 RNn 2

s :

Obviously, we also haveA : X = A : (� X ). Observe that (4.6) is much weaker than
the decoupling condition F� (X ) = F� (X � ) required for vector-valued viscosity
solutions.

Next we gather some properties of the �bre spaces essentially proved in [K10]
but without the formalism of the �bre spaces.

Remark 39 (Basic properties of the �bre Sobolev space counterparts, cf. [K10]).
(I) [ Poincar�e inequality ] For any 
 b Rn , unit vectors a, � and u 2 W 1;2

0 (
 ; RN ),
we have

k� � ukL 2 (
) � diam(
)

 Da(� � u)




L 2 (
) :

(II) [ Norm equivalence ] The seminorm kG2( � )kL 2 (
) on the �bre space (W 1;2
0 \

W 2;2)(
 ; �) (see (4.4), (4.5)) is equivalent to its natural norm

k � kW 2; 2 (
) = k � kL 2 (
) + kG( � )kL 2 (
) + kG2( � )kL 2 (
) :

(III) [ Trace operator ] If 
 b Rn is strictly convex and a 2 Rn n f 0g, then there
is a closed setE � @
 with H n � 1(E ) = 0 such that for any � b @
 n E, we have

kvkL 2 (� ;H n � 1 ) � C
�

kvkL 2 (
) +

 Dav




L 2 (
)

�
;

for some universalC = C(�) > 0 and all v 2 C1(
). Hence, there is a well-de�ned
trace operator T : W 1;2(
 ; RN ) ! L 2

loc (@
 n E; H n � 1; RN ).

Before giving the proof of the main result, we need an important estimate. This
is done in the next subsection.

4.3. A priori degenerate hessian estimates. Herein we establish an a priori
estimate for strong solutions in (W 2;2 \ W 1;2

0 )(
 ; RN ) of a regularisation of

A : D 2u = f; on 
 ;

when A is decomposable. This is a generalisation of the elliptic estimate of [K11]
(which extended the classical Miranda-Talenti identity) to the degeneratecase.

Theorem 40 (Degenerate hessian estimate). Let n; N � 1 with 
 � Rn a convex
boundedC2 domain. Suppose further thatA 2 RNn � Nn

s satis�es De�nition 36. If
� , � are as in (4.3), then for any u 2 (W 2;2 \ W 1;2

0 )(
 ; RN ) and any " � 0 we have
the estimate 

 � D 2u



L 2 (
) �
1
�


 A ( " ) : D 2u




L 2 (
)
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(� (A) is de�ned in the statement). We now de�ne the subspaces ofRn 2

s

H 0 :=
�

X 2 Rn 2

s : X =
�

0 0
0 (X ij ) j = i 0 ;:::;n

i = i 0 ;:::;n

��
;

H :=
n

X 2 Rn 2

s : O>XO 2 H 0
o

:

(4.10)
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We may now apply the estimate (4.12) to v over U � Rn and by (4.12), (4.13) to
obtain

Z

U

�
�D 2u(� x) : (A + "I )

�
�2

dx �
Z

U

�
�
� �

�
O> D 2u(� x) O

�
�

�
�
�
2
dx

(4.11)
� � (A)2

Z

U

�
�
�H 0

�
O> D 2u(� x) O

� �
�
�
2
dx:

By the change of variablesy := � x and by using that O is orthogonal, we obtain

(4.14)

 D 2u : (A + "I )




L 2 (
) � � (A)


 O

�
H 0 �

O> D 2u O
� �

O>




L 2 (
)
:

Now we claim that the orthogonal projection on the subspaceH � Rn 2

s is given by

(4.15) H X = O
�

H 0 �
O> X O

� �
O> :

Once (4.15) has been established, the desired estimate follows from (4.14), (4.15)
and a standard density argument in the Sobolev norm. Indeed, ifK denotes the
linear operator de�ned by the right hand side of (4.15), for any X 2 Rn 2

s we have

K
�
K X

�
= O

�
H 0

�
O> O

�
H 0 �

O> X O
� �

O> O
� �

O> =

= O
�

H 0H 0�
O> X O

� �
O> = O

�
H 0�

O> X O
� �

O> = K X:

Hence,K 2 = K . Moreover, K is symmetric as a mapRn 2

s �! Rn 2

s : by using that
H 0 is symmetric, we have

(K X ) : Y =
�

O
�

H 0 �
O> X O

� �
O>

�
: Y = H 0 �

O> X O
�

:
�
O> Y O

�
=

=
�
O> X O

�
: H 0 �

O> Y O
�

= X :
�

O
�

H 0 �
O> Y O

� �
O>

�
=

= X : (K Y );

for any X; Y 2 Rn 2

s . Hence, (4.15) follows. It remains to exhibit the claimed
property of H . To this end, �x X ? H . Then, we have that the projection of X on
H vanishes and as a result of

O�
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we obtain that H has a basis consisting of matrices of the formOei _ Oej , i; j =
i 0; :::; n. We recall now that A = O� O> where � is a diagonal matrix with entries
the eigenvaluesf 0; :::; 0; � i 0 ; :::; � n g of A. We de�ne the vectors

ai := Oei =
�
O1i ; :::; Oni

� >
; i = 1 ; :::; n:

Then, f a1; :::; an g is an orthonormal frame of Rn corresponding to the columns of
the matrix A and is a set of eigenvectors ofA. Since f ai 0 ; :::; an g correspond to
the nonzero eigenvaluesf � i 0 ; :::; � n g, the nullspaceN

�
A : Rn ! Rn

�
is spanned by

f a1; :::; ai 0 � 1g and hence

R
�
A : Rn ! Rn �

= span[
�

ai 0 ; :::; an 	
]:

SinceH has a basis of the formf ai _ aj : i; j = i 0; :::; ng, the claim follows. �
Now we begin working towards the vector caseN � 2. Let us �rst verify that

A ( " ) is strictly rank-one positive. Indeed, if 0 < " < 1, � 2 RN
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because� � ? � � if  6= � . We now de�ne Q :=
P

;� � � 
 a� and we claim that
A : Q = R. Indeed, we have

X

�;j

A �i�j Q�j =
X

�;�;j

�
B �

�� A �
ij

�
 

X

�;

� �
� a�

j

!

=
X

�;�;j

�
B �

�� A �
ij

�
 

X

�

� ��
� a��

j

!

=

=
X

�;�;�;j

�
B �

�� � ��
�

� �
A �

ij a��
j

�
= R�i :

This establishes that � � � 
�
�  
 T 

�
, therefore completing the proof. �

The next step is to �nd an upper bound of the ellipticity constant � of A in
terms of the matrices B  , A  .

Claim 44. Let � be given(4.3) and �  , T  by (4.16). Then, we have the estimate

� �
�

min


min
� 2 �  ; j � j=1

�
B  : � 
 �

	
� �

min
�

min
a2 T � ; jaj=1

�
A � : a 
 a

	
�

:

Proof of Claim 44. We begin by noting that on top of the decomposability
we may further assume that all the matrices A  have the same smallest posi-
tive eigenvalue � 

i 0
equal to 1 for all  = 1 ; :::; N which is realised at a common

eigenvector �a 2 Rn . Indeed, existence of �a follows from De�nition 36 since the
eigenspacesN

�
A  � � 

i 0
I
�

intersect for all  at least along a common line inRn . Fur-
ther, by replacing f B 1; :::; B N g, f A1; :::; AN g by the rescaled familiesf ~B 1; :::; ~B N g,
f ~A1; :::; ~AN g where ~B  := � 

i 0
B  , ~A  := (1 =� 

i 0
)A  , we have that the new families

have the same properties as the original and in addition all the newA  matrices
have the same minimum positive eigenvalue normalised to 1. Hence, we may assume
that A is decomposable and moreover

(4.17) 9 �a 2 @Bn
1

N
\

 =1
T  : � 

i 0
= min

a2 T  ; jaj=1

�
A  : a 
 a

	
= A  : �a 
 �a = 1 ;

for all  = 1 ; :::; N . By using (4.17), Claim 43 and that [ 
�
�  
 T 

�
� � 

�
�  
 T 

�
,

we calculate

� = min
j � j= jaj=1 ; � 
 a2 �

X

�

�
B � : � 
 �

��
A � : a 
 a

�

� min
j � j= jaj=1 ; � 
 a2[  (�  
 T  )

X

�

�
B � : � 
 �

��
A � : a 
 a

�

� min


 

min
j � j= jaj=1 ; � 
 a2 �  
 T 

X

�

�
B � : � 
 �

��
A � : a 
 a

�
!

� min


 

min
j � j=1 ; � 2 � 

X

�

�
B � : � 
 �

��
A � : �a 
 �a

�
!

= min


min
j � j=1 ; � 2 � 

X

�

�
B � : � 
 �

�
:

SinceB � : � 
 � = 0 if � 2 �  for  6= � , by using (4.17) again we conclude that

� � min


min
� 2 �  ; j � j=1

�
B  : � 
 �

	

=
�

min


min
� 2 �  ; j � j=1

�
B  : � 
 �

	
� �

min
�

min
a2 T � ; jaj=1

�
A � : a 
 a

	
�

;
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as desired. �

Now we complete the proof of the theorem by using the previous claims. We
de�ne

(4.18) � := �


�
�  
 T  _ T 

�
� RNn 2

s ;

and for brevity we set
�  := T  _ T  � Rn
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Hence, (4.21) gives

�
�A ( " ) : D 2u

�
�2

�
�

min
� =1 ;:::;N

n
B � :

�
sgn

�
C( " ) � �


 sgn
�
C( " ) � � � o � 2 NX

 =1

�
�C( " ) 

�
�2

and as a result we obtain

�
�A ( " ) sgn
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of the approximation A ( " ) and De�nition 36, we have
NX

 =1

B ( " ) 
�

D 2u" : A ( " ) 
�

= f � B ( " )0 �
D 2u" : A ( " )0 �

;

a.e. on 
. By using that B ( " )  = B  for  = 1 ; :::; N and that B ( " )0 ? B 1 + � � � + B N ,
we may project the system above on the range ofB 1 + � � � + B N which we denote
by �. Then, since � f = f and A ( " )  = A  + "I , we obtain

NX

 =1

B 
�

" � u" + D 2u" : A 
�

= f;

a.e. on 
. Moreover, by (4.7) (and in view of Remark 38), we deduce

A :
�
� D 2u" �

� f = � "
NX

 =1

B  �(� u" );

a.e. on 
. Then, for any � 2 C1
c (
 ; RN ), integration by parts gives

Z




�
A :

�
� D 2u" �

� f
�

� � = � "
Z




NX

 =1

B  (� u" ) � � �:

By letting " k ! 0, we obtain A : G2(u) = f , a.e. on 
. We �nally show uniqueness.
Let v; w 2 (W 2;2 \ W 1;2

0 )(
 ; �) be two solutions of the system. Then, there are
sequences (vm )1

1 ; (wm )1
1 � (W 2;2 \ W 1;2

0 )(
 ; RN ) such that vm � wm �! v � w
with respect to k � kW 2; 2 (
) as m ! 1 . By assumption we haveA : G2(v � w) = 0
a.e. on 
, and hence

A : D 2(vm � wm ) = : f m ; a.e. on 
 ;

and f m ! 0 in L 2(
 ; RN ) as m ! 1 . Hence, by Theorem 40 and Remark 39, we
have

kf m kL 2 (
) � �

 � : D 2(vm � wm )




L 2 (
) � C

 �( vm � wm )




L 2 (
)

and by letting m ! 1 we see thatv � w, hence uniqueness ensues. �

An essential ingredient in order to pass from the linear to the non-linear problem
is the next result of Campanato taken from [C3] (see also [K7]) which we recall for
the convenience of the reader.

Lemma 46 (Campanato's bijectivity of near operators). Let X 6= ; be a set and
(X; k � k) a Banach space. Let alsoF ; A : X �! X be two mappings and suppose
there is a K 2 (0; 1) such that



 F (u) � F (v) �

�
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where G2(u) is the �bre hessian of u.

Proof of Claim 47. For any �xed u 2 (W 2;2 \ W 1;2
0 )(
 ; �), we have that A : G2(u)

is in L 2(
 ; �) because G2(u) 2 L 2(
 ; �) and also A : X lies is in � � RN for any
X
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Proof of Claim 48. Step 1 (The frames). By (4.3) and (4.16) we have that there
is an orthonormal frame f E � j� g of RN and for each� there is a framef E ( � ) i ji g of
Rn such that each of the mutually orthogonal subspaces � � RN is spanned by a
subset of vectorsE � and for the same index , T  is spanned byf E ( � ) i 0 ; :::; E ( � )n g
which is a set of eigenvectors ofA  . By (4.3) and (4.18) there are also induced
orthonormal frames of RNn and RNn 2

s consisting of matrices as in (2.2). These
frames are such that a subset of theE �ij 's spans the subspace �� RNn 2

s and the
rest are orthogonal to �.
Step 2 (Su�ciency). Let now u 2 (W 2;2 \ W 1;2

0 )(
 ; �) be the map of Claim 47
which satis�es F (�; G2(u)) = f a.e. on 
. Let also us �x any in�nitesimal sequence
(hm )m 2 N2 with respect to the frames of Step 1 (see De�nition 5) and letD2u be
any di�use hessian ofu arising from this sequence

� D 2;h m u
��� * D2u in Y

�

 ; RNn 2

s

�
; as m ! 1

perhaps along subsequences. By the characterisation of the �bre hessianG2(u) 2
L 2(
 ; �) in terms of directional derivatives of projections (Subsection 4.2), we have

(4.24) G2(u) =
X

�;i;j : E �ij 2 �

�
G2(u) : E �ij

�
E �ij ; a.e. on 
 ;

because the projection ofG2(u) along E �ij is non-zero only for thoseE �ij spanning
�. Since F is a Carath�eodory map and F

�
x; G2(u)(x)

�
= f (x) for a.e. x 2 
, by

(4.24) and in view of (2.4) we get

F

0

@x;
X

�;i;j : E �ij 2 �

�
D

2;h m 2
1

hm 2
2

E ( � ) i E ( � ) j

�
E � � u

�
�

(x)E �ij

1

A �! f (x);

for a.e. x 2 
 as m ! 1 . By Remark 38V), the above is equivalent to

F
�

x; D 2;h m u(x)
�

= F

0

@x;
X

�;i;j

�
D

2;h m 2
1

hm 2
2

E ( � ) i E ( � ) j

�
E � � u

�
�

(x)E �ij

1

A �! f (x);

for a.e. x 2 
, as m ! 1 . We set

f m (x) := F
�

x; D 2;h m u(x)
�

� f (x)

and note that we have f m �! 0, a.e. on 
 as m ! 1 . By the above, for any
� 2 C0

c

�
RNn 2

s

�
we have

Z

RNn 2
s

�( X )
h
F (x; X ) �

�
f (x) + f m (x)

� i
d
�
� D 2;s m u(x )

�
(X ) = 0 ; a.e. x 2 
 :

Sincef m ! 0 a.e. on 
 as m ! 1 , we apply the Convergence Lemma 18 to obtain
Z

RNn 2
s

�( X )
�
F (x; X ) � f (x)

�
d
�
D2u(x)

�
(X ) = 0 ; a.e. x 2 
 ;

for any � 2 C0
c

�
RNn 2

s

�
. Hence, the mapu of Claim 47 is a D-solution of (4.1).

Step 3 (Necessity). We now �nish the proof by showing that any D-solution w
of (4.1) with respect to the frames of Step 1 which lies in the �bre space (W 2;2 \
W 1;2

0 )(
 ; �) actually coincides with the map u of Claim 47. By Theorem 22, we
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have that the D-solution w can be characterised by the property that for anyR > 0,
the cut o� associated to F (see De�nition 21) satis�es

F
�

x;
�
D 2;h m w(x)

� R
�

�! f (x); a.e. x 2 
 ;

as m ! 1 . By using Remark 38V), we have for anyR > 0 that

F
�

x;
�
� D 2;h m w(x)

� R
�

�! f (x); a.e. x 2 
 ;

as m ! 1 . Sincew is in (W 2;2 \ W 1;2
0 )(
 ; �), by using the properties of the �bre

space we get that � D 2;h m w �! G2(w) in L 2 and hence a.e. on 
 along perhaps
further subsequences. By passing to the limit asm ! 1 and then asR ! 1 , we
obtain that F (�; G2(w)) = f , a.e. on 
. Hence, w � u and the claim ensues. �

By recalling Remark 39 regarding the boundary trace values of maps in the �bre
space, we conclude that the proof of Theorem 37 is now complete. �
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