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Abstract

We describe some recent advances in the numerical solution of
acoustic scattering problems. A major focus of the paper is the e�cient
solution of high frequency scattering problems via hybrid numerical-
asymptotic boundary element methods. We also make connections
to the uni�ed transform method due to A. S. Fokas and co-authors,
analysing particular instances of this method, proposed by J. A. De-
Santo and co-authors, for problems of acoustic scattering by di�raction
gratings.

1 Introduction

The reliable simulation of processes in which acoustic waves are scattered
by obstacles is of great practical interest, with applications including the
modelling of sonar and other methods of acoustic detection, and the study
of problems of outdoor noise propagation and noise control, for example
associated with road, rail or aircraft noise. Unless the geometry of the
scattering obstacle is particularly simple, analytical solution of scattering
problems is usually impossible, and hence in general numerical schemes are
required.

Most problems of acoustic scattering can be formulated, in the frequency



solve such problems, and we summarise in particular recent progress in tack-
ling high frequency scattering problems by combining classical BEMs with
insights from ray tracing methods and high frequency asymptotics. We



Equation (1) models acoustic propagation in a homogeneous medium
at rest. We are often interested in applications in propagation through a
medium with variable wave speed. The BEM is well-adapted to compute
solutions in the case when the wave speedc is piecewise constant. In partic-
ular, when a homogeneous region with a di�erent wave speed is embedded
in a larger homogeneous medium, acoustic waves are transmitted across
the boundary � between the two media, (1) holds on either side of � with
di�erent values of k = !=c , and, at least in the simplest case when the den-
sity of the two media is the same, the boundary conditions on � (so-called
\transmission conditions") are that u and @u=@�are continuous across �.

The domain D can be a bounded domain (e.g. for applications in room
acoustics), but in many practical applications it may be unbounded (e.g. for
outdoor noise propagation). In this case, the complete mathematical formu-
lation must also include a condition to represent the idea that the acoustic
�eld (or at least some part of it, e.g. the part re
ected by a scattering obsta-
cle) is travelling outwards. The usual condition imposed is the Sommerfeld
radiation condition,

@u
@r

(x) � iku(x) = o(r � (d� 1)=2); (4)

as r



and thus work throughout in a Sobolev space setting (see, e.g., [65]; for
the simpler case of smooth boundaries we refer to [28]). We then consider
the numerical solution of these BIEs in x3, focusing in particular, in x3.3,
on schemes that are well-adapted to the case when the wavenumberk is
large. As we report, for many scattering problems these methods provably
compute solutions of any desired accuracy with a cost, in terms of numbers
of degrees of freedom and size of matrix to be inverted, that is close to
frequency independent.

There is a wide literature on boundary integral equation formulations
for acoustic scattering problems and boundary element methods for linear
elliptic BVPs: see, e.g., [6, 28, 57, 60, 65, 68, 72, 73, 74], and see also, e.g.,
[59] for a comparison with �nite element methods. The question of how to
develop schemes e�cient for largek
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of H s(Rd), while, for n 2 N, W n (D ) will denote those u 2 L 2(D ) whose
partial derivatives of order � n are also in L 2(D ): in particular W 1(D ) =
f u 2 L 2(D ) :



Next we state the exterior BVPs. Suppose that 




rather than constant: precisely that, for some constantsk



for x; y 2 Rd, x 6= y



introduce the single-layer potential operator Sk : H � 1=2(�) ! H 1
loc(Rd) and

the double-layer potential operator Dk : H 1=2(�) ! H 1
loc(
 � ), de�ned by

Sk � (x) :=
Z

�
� k (x ; y )� (y ) ds(y ); x 2 Rd n � ;

and

Dk � (x) :=
Z

�

@� k (x ; y )
@�(y )

� (y ) ds(y ); x 2 Rd n � ;

respectively, where the normal� is directed into 
 + . These layer potentials
provide solutions to (1) in Rd n �; moreover, they also automatically sat-
isfy the radiation condition (4). In general all the standard BVPs for the
Helmholtz equation (1) can be formulated as integral equations on � using
these layer potentials.

Speci�cally, we can use Green's representation theorems, which lead to
so-calleddirect BIE formulations (as we shall see inx3.3 these lend them-
selves particularly well to e�cient approximation strategies when k is large).
Denoting the exterior and interior trace operators, from 
 + and 
 � , respec-
tively, by 
 + and 
 � , and the exterior and interior normal derivative oper-
ators by @+

� and @�
� , respectively, we have the following result for interior

problems (see [19, Theorem 2.20]).

Theorem 2.1. If u 2 H 1(
 � ) \ C2(
 � ) and, for somek � 0, � u+ k2u = 0
in 
 � , then

Sk@�
� u(x) � D k 
 � u(x) =

�
u(x); x 2 
 � ;

0; x 2 
 + :
(18)

The following is the corresponding result for exterior problems (see [19,
Theorem 2.21]).

Theorem 2.2. If u 2 H 1
loc(
 + ) \ C2(
 + ) and, for somek > 0, � u+ k2u = 0

in 
 + and u satis�es the Sommerfeld radiation condition (4) in 
 + , then

�S k@+
� u(x) + Dk 
 + u(x) =

�
u(x); x 2 
 + ;

0; x 2 
 � :
(19)

The formulae (18) and (19) lie at the heart of boundary integral methods.
Each expresses the solution throughout the domain in terms of its Dirichlet
and Neumann traces on the boundary. Thus for Dirichlet problems, if the
Neumann data can be computed then these formulae immediately give a
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representation for the solution anywhere in the domain. Likewise, for Neu-
mann or impedance problems, knowledge of the Dirichlet data is su�cient
to determine the solution anywhere in the domain.

In order to derive BIEs for (1), for which the \unknown" to be computed
will be the complementary boundary data required to complete the repre-
sentation formula for the solution, we need to take Dirichlet and Neumann



where c� u = [ 
 � u; @�
�



All these equations are BIEs of the form

Av = f (29)

where A is a linear boundary integral operator, or a linear combination of
such operators and the identity, v is the solution to be determined andf is
given data. Noting that the same operatorA can arise from both interior and
exterior problems, it is immediately apparent that, although exterior acous-
tic problems are generically uniquely solvable, the natural BIE formulations
of these problems need not be uniquely solvable for all wavenumbersk. As
a speci�c instance, we noted above that the homogeneous interior Dirichlet
problem has non-trivial solutions at a sequencekn of positive wavenumbers.
If k = kn and u is such a solution then@�

� u is a non-trivial solution of (28)
with h = 0 (see, e.g., [19, Theorem 2.4]) and so, fork = kn , the BIE (26)
for the exterior Dirichlet problem (7) has in�nitely many solutions.

Similar BIE formulations (with the same problems of non-uniqueness)
can be derived by utilising the fact that the layer potentials satisfy (1)
and (4); to satisfy the BVPs, it just remains to take the Dirichlet or Neu-
mann trace of the layer potentials (using the jump relations as above), and
then to match with the boundary data. The resulting formulations are
known as indirect BIEs; we do not discuss these further here. As discussed
above we will focus on direct formulations in which the unknown to be de-
termined is the normal derivative or trace of the solution in the domain;
it is possible as we discuss inx3.3 to bring high frequency asymptotics to
bear to understand the behaviour of these solutions and so design e�cient



The corresponding direct formulation for the exterior impedance problem
is

Ck;�;� 
 + u = A0
k;� h; (31)

where
Ck;�;� � := Bk;� � + i kA0

k;� (�� ); � 2 H 1=2(�) ; (32)

is invertible (considered as an operator between an appropriate pair of
Sobolev spaces) for allk > 0 provided Re� 6= 0; again see [19, Theorem 2.27].

That the exterior Dirichlet, Neumann and impedance BVPs can be
solved by combined potential direct integral equation formulations follows
from, e.g., [19, Corollary 2.28]. Speci�cally:

Corollary 2.4. Suppose thatk > 0 and � 2 C with Re� 6= 0 . Then both
the following statements hold.

(i) If u is the unique solution of (7) then @+
� u 2 H � 1=2(�) is the unique

solution of (30). Further, if h = 
 + u 2 H s(�) with 1=2 < s � 1 then
@+

� u 2 H s� 1(�) .
(ii) If u is the unique solution of (8) then 
 + u 2 H 1=2(�) is the unique

solution of (31). Further, if h = 
 + u 2 H s(�) with � 1=2 < s � 0 then

 + u 2 H s+1 (�) .

Although the combined potential integral equations (30) and (31) are
the most common integral equation formulations for exterior Dirichlet and
impedance scattering problems, other formulations are possible. One that
is of particular interest for boundary element methods is the so called \star-
combined integral equation", proposed for the exterior Dirichlet problem in
the case when 
� is star-shaped with respect to an appropriately chosen
origin in [77].

Speci�cally, if u satis�es the exterior Dirichlet problem (7) with h 2
H 1(�), then for � (x) := kjx j + i( d � 1)=2, x 2 �, we have

A k@+
� u = ( x �

�
�H k + r � Dk � 1

2r �
�

� i�
�
� 1

2 I + Dk
�
)h; (33)



then A



H 1=2(�) � H � 1=2(�), with

A =
�

I + Dk� � Dk+ Sk+ � Sk�

Hk� � Hk+ I + D 0
k+

� D 0
k�

�
; f =

�
� 1

2h � Dk� h + Sk� g
� 1

2g + D 0
k�

g � Hk� h

�
:

(38)
The operator A is bounded and invertible as an operator onH 1=2(�) �
H � 1=2(�), but also, adapting arguments of [82], as an operator onH 1(�) �
L 2(�), and as an operator on L 2(�) � L 2(�) [50].

We conclude this section by stating precisely direct boundary integral



while (18) holds in 
 � .



where A : V ! V 0 is a linear boundary integral operator mapping some
Hilbert spaceV to its dual spaceV0, or a linear combination of such operators
and the identity, v 2 V is the solution to be determined and f 2 V 0 is
given data. Speci�cally: for the integral equation (43), we have A = A0

k;� ,
V = V0 = L 2(�), v = @+

� u, and f = f k;� ; for (44), we have A = A k ,
V = V0 = L 2(�), v = @+

� u, and f = f k ; for (45), we have A = Ck;�;� ,

V = H 1=2(�), V0 = H � 1=2(�), v = 
 + u, and f = �
h

@uI
@� � i�u I

i �
�
�
�
; and for

(46) we haveA = Sk



Although Nystr•om and collocation methods are both simpler to imple-
ment than Galerkin methods, we focus on the Galerkin method here. One
part of the rationale for this choice is that a key step (and our major focus
below) in designing both Galerkin and collocation methods is designing sub-
spacesVN that can approximate the solution accurately, with a relatively
low number of degrees of freedomN . Everything we say below about design-
ing VN for the Galerkin method applies equally to the collocation method,
and indeed to other numerical schemes where we select the numerical so-
lution from an approximating subspace. The second part of our rationale
is that, for collocation and Galerkin and other related methods, choosing
a subspace from which we select the numerical solution is only part of the
story. We have also to design our numerical scheme so that the numerical
solution selected is \reasonably close" to tx-33599(rationale)]TJ 0 -13.549 0 -13.549 0 -13.549 0 -13.s(ratie0 -13.549 0 -13.tsonably)-422(close)-1(")-422(to)-42c3(hatsona3400(o3(hur)-399m15(n)2esign)-373(our)-373n)-368438(th)1(439549 Td [(is)760(It1(43959(ras1(4395on.549 38(ated)-39(th)1(438)]TJ 0 -13.539he)-336(ration438(that1(4395an)]TJ/F5438(a)-4ysi3(Galerkin)-273(an)1(t-368(sel)83(86eme)-373(so)-37486ey)-422(e)1(m85n)2vr)-3Tf (")-42TJ 0486e2(is)-486ea)-40486eguaran)]TJtee 0486e2(is)-486e)-374i)83(86ei)83(86e\re86ea)s34re86ehe)-3586e\Galerkin anh



compact andB : V ! V 0 is coercive, by which we mean that, for some� > 0
(the coercivity constant),

jhBv; v



will be highly k-dependent. For example, ifv is p + 1 times continuously
di�erentiable on each mesh interval then standard estimates for piecewise
polynomial approximation of degree p suggest that we might be able to



scattering problem, and also to the standard combined potential formu-
lation (43) for a certain range of geometries (see [79] for details). It is some-
times presumed, since the standard domain-based variational formulations
of BVPs for the Helmholtz equation are standard examples of inde�nite
problems where coercivity does not hold, at least for su�ciently large k,
that the same should hold true for weak formulations arising via integral
equation formulations. However recent results, discussed in [19,x5] and see
also [77, 10, 9, 79, 20]), show that coercivity holds for these BIEs for a range
of geometries, with � bounded away from zero for all su�ciently large k,
moreover with the k-dependence of� and C in (54) explicitly known in
many cases.

The advantage of using this version of C�ea's lemma, as opposed to that
stated in Theorem 3.1, is that, if the k



when k is very large.
To ease this problem, much e�ort has been put into developing precondi-

tioners (see, e.g., [52, 13, 55]), e�cient iterative solvers (see, e.g., [2, 26, 43],
fast multipole methods (see, e.g., [30, 38, 31, 25, 69]), and matrix compres-
sion techniques (see, e.g., [7, 8]) for Helmholtz and related problems.



this oscillatory solution by conventional (piecewise polynomial) boundary
elements must also grow with orderkd� 1. This lack of robustness with
respect to increasing values ofk (which puts many problems of practical
interest beyond the reach of standard algorithms) is the motivation behind





The HNA method for solving (46) uses an approximation space that is
specially adapted to the high frequency asymptotic behaviour of the solution
[@� u] on �, which we now consider. Representing a pointx 2 � paramet-
rically by x(s) := ( s;0), where s 2 (0; L ), the following theorem is proved
in [53] (this is derived directly from (16) using an elementary representation
for the solution in the half-plane above the screen in terms of a Dirichlet
half-plane Green's function - for details see [53] and cf. [22, Theorem 3.2
and Corollary 3.4] and [54,x3]):

Theorem 3.3. Suppose thatk � k0 > 0. Then

[@� u] (x(s)) = 	 ( x(s)) + v+ (s)eiks + v� (L � s) e� iks; s 2 (0; L ) ; (56)

where 	 := 2 @uI =@�, and the functions v� (s) are analytic in the right half-
plane Re [s] > 0, where they satisfy the bound

�
�v� (s)

�
� � C1M k jksj �

1
2 ;

where

M := sup
x 2 D

ju(x)j � C(1 + k);

and the constantsC; C1 > 0 depend only onk0 and L.

The representation (56) is of the form (55), with V0(x(s); k



conventional piecewise polynomials we instead use the representation (56)
with v+ (s) and v� (L � s) replaced by piecewise polynomials supported on
overlapping geometric meshes, graded towards the singularities ats = 0 and
s = L respectively. We proceed by describing our mesh, which is illustrated
in Figure 2.

Figure 2: Overlapping geometric meshes for approximation ofv+ and v�

De�nition 3.4. Given L > 0 and an integer n � 1 we denote byGn (0; L )
the geometric mesh on[0; L ] with n layers, whose meshpointsx i



Theorem 3.5. Let n and p satisfy n � cp for some constant c > 0 and
suppose thatk � k0 > 0. Then, there exist constantsC; � > 0, dependent
only on k0, L , and c, such that

inf
wN 2 VN;k

k' � wN k ~H � 1
2 (�)

� Cke� p� :

Identifying � with (0 ; L ), here ~H � 1=2(�) = ~H � 1=2(0; L ) � H � 1=2(R),
~H � 1=2(0; L ) just the subspace of those 2 H � 1=2(R) that have support in
[0; L ]. And then k � k ~H � 1=2 (�) is just the standard norm on the Sobolev space

H � 1=2(R) (see, e.g., [65]).1

Having designed an appropriate approximation spaceVN;k , we use a
Galerkin method to select an element so as to e�ciently approximate ' .
That is, we seek' N 2 VN;k such that

hSk ' N ; wN i � =
1
k



uI � Sk

k



\reference" solution to be  7. In Figure 3 we plot j 7j � j ' j, for k = 20
and for k = 10240. The singularities at the edge of the screen can be clearly
seen, as can the increased oscillations for largerk (the apparently shaded
area is an artefact of the rapidly oscillating solution).

Figure 3: The boundary solution j 7j � j ' j, as given by (57), for k = 20
(left) and k = 10240 (right), scattering by a screen

In Figure 4 we plot on a logarithmic scale the relativeL 1 errors

k 7 �  pkL 1 (�)

k 7 + 	 =kkL 1 (�)
;

against p for a range of k



Figure 4: Relative errors in our approximation to 1
k [@� u], scattering by a

screen

3.3.2 Scattering by convex polygons

The ideas outlined above for the screen problem can also be applied to
the case of scattering by polygons. First, we consider the 2D problem of
scattering of the time harmonic incident plane wave (13) by a sound-soft
polygon with boundary �, i.e. problem (14). The solution u then has the
representation (39), where@+

� u satis�es (43) and, if 
 � is star-shaped, (44).
We denote the number of sides of the polygon byns, and the corners

(labelled in order counterclockwise) byPj , j = 1 ; : : : ; ns. We set Pns +1 :=
P1, and then for j = 1 ; : : : ; ns



follows from [54, Theorem 3.2, Theorem 4.3].

Theorem 3.7. Let k � k0 > 0. Then on any side � j

@+
� u (x(s)) = 	 ( x(s)) + v+

j (s)eiks + v�
j (L j � s) e� iks; x(s) 2 � j ; (60)



Having designed an appropriate approximation space~VN;k we use the
Galerkin method to select an element to approximate' . Since convex poly-
gons are star-shaped, in this case we can use the integral equation formula-
tion (44), i.e. we seek' N 2 ~VN;k such that

hA k ' N ; wN i � =
1
k

hf k � 	 ; wN i � ; for all wN 2 ~VN;k : (63)

Thanks to the coercivity of the integral operator A k , we have the following
error estimate (cf. [54, Corollary 6.2]):

Theorem 3.9. If the assumptions of Theorem 3.8 hold then there exist
constants C; � > 0, dependent only onk0, c and � , such that

k' � ' N kL 2 (�) � Ck� log1=2(2 + k)e� p� :

To compute the solution in the domain, we rearrange (62) to get

@+
� u (x(s)) = k' (s) + 	 ( x(s)) � k' N (s) + 	 ( x(s)) ; x(s) 2 � ; (64)

and then we insert this approximation to @+
� u into the representation for-

mula (39) to get an approximation to u, which we denote byuN . We then
have the following error estimate (cf. [54, Theorem 6.3], [21, Corollary 64]):

Theorem 3.10. If the assumptions of Theorem 3.8 hold then there exist
constants C; � > 0, dependent only onk0, c and � , such that

ku � uN kL 1 (
 + )

kukL 1 (
 + )
� Ck log(2 + k)e� p� :

Similarly, we can derive an approximation to the far �eld pattern (FFP)
of the scattered �eld, given explicitly for x̂ = x=jx j by

F (x̂ ) = �
Z

�
e� ikx̂ �y @+

� u(y ) ds(y ); x̂ 2 S1; (65)

where S1 denotes the unit circle. E�cient computation of the far �eld pat-
ten is of interest in many applications, see, e.g., [27]. To compute an ap-
proximation FN to F , we again just insert the approximation (64) into the
integral (65). We then have the following estimate (cf. [54, Theorem 6.4],
[21, Corollary 64]):

Theorem 3.11. If the assumptions of Theorem 3.8 hold then there exist
constants C; � > 0, dependent only onk0, c and � , such that

kF � FN kL 1 (S1 ) � Ck1+ � log1=2(2 + k)e� p� :

32



Note that the estimates above for the solution in the domain and the FFP
follow from results in [21] and are actually a little sharper than those in [54].

The algebraically k-dependent prefactors in the error estimates of The-
orems 3.9, 3.10 and 3.11 can be absorbed into the exponentially decaying
factors by allowing p to grow modestly (O(log2 k)) with increasing k. In
practice, numerical results [54, 19] suggest that this is pessimistic, and that
in many cases a �xed accuracy of approximation can be achieved without
any requirement for the number of degrees of freedom to increase withk.

To illustrate the approach described above, we present numerical results
for the problem of scattering by a sound soft equilateral triangle, of side
length 2� , so that the number of wavelengths per side is equal tok. The
total �eld for k = 10 is plotted in Figure 5

Figure 5: Total �eld, scattering by a triangle

In our computations we choosen = 2( p + 1), as for the screen results
above, so that the total number of degrees of freedom isN = 6n(p + 1) =
12(p + 1) 2. Since the total number of degrees of freedom depends only on
p, we again adjust our notation by de�ning  p(s) := ' N (s). In Figure 6 we
plot on a logarithmic scale the relative L 2 errors

k 6 �  pkL 2 (�)


 1

k @+
� u






L 2 (�)

;

33



against p for a range of values ofk, this quantity an estimate of the relative
error in our approximation (64) to @+

� u. (Again we take the \reference"
solution, our approximation to the true solution ' , to be  6.) This example
is identical to one that appears in [54], except that here we show results for
much higher values ofk (in [54] the largest value ofk tested wask





on � is more complicated. In particular, in this case we may see partial illu-
mination of a side of the nonconvex polygon (whereas for a convex polygon
a side is either completely illuminated or completely in shadow) and/or rere-

ections (where a wave that has been re
ected from one side of the polygon
may be incident on another side of the polygon), as illustrated in Figure 7.

Figure 7: Partial illumination (left) and rere
ections (right)

We restrict attention to a particular class of nonconvex polygons that sat-
isfy the following assumptions (a description of how the approach described
below can be extended to polygons that do not satisfy these assumptions
can be found in [21,x8]):

Assumption 3.12. Each exterior angle! j , j = 1 ; : : : ; ns, is either a right
angle or greater than� .

Assumption 3.13. At each right angle, the obstacle lies within the dashed
lines shown in Figure 8.

Polygons satisfying these criteria may or may not be star-shaped. For
each side �j , j = 1 ; : : : ; ns, if either ! j or ! j +1 is a right angle then we de�ne
that side to be a \nonconvex" side, otherwise we say it is a \convex" side, as
illustrated for a particular non-star-shaped example in Figure 9. On convex
sides, @+

� u behaves exactly as in the convex case, and the approximation
results above hold. However, on nonconvex sides we need to consider the
possibilites of partial illumination and/or rere
ections. To illustrate our
approach, we consider the behaviour at a pointx(s) on a nonconvex side
� j , distance s from Pj and r from Pj � 1, as illustrated in Figure 10. Then
� j will be fully illuminated if � � � < 3�= 2 (where � is the incident angle

36



Figure 8: Assumption 3.13 on geometry of nonconvex polygon is that it lies
entirely within the semi-in�nite dashed lines

shown in Figure 10), � j will be partially illuminated for some values of � in
the range �= 2 < � < � (e.g., in the case thatL j = L j � 1, � j will be partially
illuminated for 3 �= 4 < � < � ), and � j will be in shadow otherwise. There
will be re
ections from � j � 1 onto � j if � < � < 3�= 2. Whatever the value
of � , there will be di�raction from Pj � 1 and Pj +1 (either directly from the



Figure 9: Convex and nonconvex sides, for a non-star-shaped example

where the constantC > 0 depends only onk0 and � .

Here ud is the known solution of a canonical di�raction problem, namely
that of scattering by a semi-in�nite \knife edge", precisely scattering of uI by
the semi-in�nite sound-soft screen starting at Pj � 1 and extending vertically
down through Pj ; for details, see [21, Lemma 35].

Using the representation (66) on each side of the polygon again leads to
a representation of the form (55). Our approximation spaceV̂N;k for

' (s) :=
1
k

�
@+

� u (x(s)) � 	 d (x(s))
�

; x(s) 2 � ; (68)

is then identical on each convex side of the polygon to that for the con-



Figure 10: Geometry of a nonconvex side �j

depending only onc, k0, and � ,

inf
wN 2 V̂N;k




 @+

� u � wN





L 2 (�) � Ck1=2+ � log1=2(2 + kk�2+=V

2+�2= 22,





Figure 11: Relative L 2 errors, scattering by a nonconvex polygon, with
partial illumination (left) and rere
ections (right), as in Figure 7.

3.3.4 Transmission scattering problems

Finally we consider the transmission scattering problem (17), for which the
behaviour is more complicated still, incorporating as it does multiple internal
rere
ections. To illustrate this, consider the scenario illustrated in Figure 12,
in which we show an incident wave striking a penetrable polygonal scatterer.
On the left of Figure 12 we show what happens as the incident waveuI

strikes one side of the boundary �. Following Snell's Law (see, e.g., [50,
Appendix A]), this gives rise to a \re
ected" wave uR (travelling from �
into 
 + ) and a \transmitted" wave uT that passes into 
 � . For the case
that the scatterer is impenetrable (as in all the other problems considered
earlier in this section), only the re
ected wave would be present here. As
the transmitted wave passes through 
 � it may decay (if Im [ k� ] > 0), but if
k� is constant then its direction does not change. As this transmitted wave



Figure 12: Illustration, for the transmission scattering problem, of incident
(uI ), re
ected ( uR ) and primary transmitted ( uT ) �eld (left), with multiple
internal rere
ections (right)

harder, and we do not discuss such generalisations. Utilising Snell's law, we
can write down explicit formulae for each term in the (in general in�nite)
series of \rere
ected" waves (the �rst three of which are illustrated on the
right of Figure 12). We refer to [50] for details, but note that these formu-
lae rely on a complete understanding of what happens when a plane wave
passes from one (possibly absorbing) homogeneous medium to another, and
further that there appear to be some misconceptions in the literature re-
garding the solution to that canonical problem, which are addressed fully
in [50, Appendix A]. Framing this in the context of (55), this corresponds
to expressingV0 as an in�nite series of these \rere
ected" waves, that must
be truncated in any numerical algorithm.

The part of the total �eld that is not represented by this series corre-
sponds primarily to the \di�racted" waves emanating from the corners of
the polygon (though other wave components, e.g. lateral waves, may also
be present; again we refer to the discussion in [50] for details). These may
originate from the incident �eld (e.g., as illustrated on the left of Figure 13
below), or else they may originate from the waves that travel through the
interior of the polygon striking corners that are on the \shadow" side of the
polygon (using the same de�nition as for impenetrable scatterers above).
Either way these \di�racted" waves travel through 
 + with speed deter-
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mined by Re [k+ ], and through 
 � with speed determined by Re [k� ] (and
decay determined by Im [k� ]). These di�ering wavespeeds in 
 � and 
 + of
course imply di�ering wavelengths, as illustrated in Figure 13. A full con-
sideration of the wave behaviour of the solution would also need to take into



here the phase functions e� ik� s capture the oscillations of these \di�racted"
waves, but the amplitudesv�

� are unknown, and are approximated by piece-
wise polynomials on overlapping graded meshes (due to singularities at the
corners) as for the sound-soft convex polygonal scattering problem described
above; �nally vm (s)eik� r m (s) represents \di�raction" on � j





Figure 15: Relative L 2(�) best approximation errors in u (left) and @u=@�
(right) for scattering by a penetrable triangle of varying absorption, and a
comparison with the HNA BEM relative errors for scattering by a sound
soft polygon.

be achieved for a range of scatterers with di�erent absorptions; as absorption
reduces, so the in
uence of di�raction from non-adjacent corners increases,
and we surmise that, in this case, it may be necessary to add additional terms
to the ansatz (71) in order to achieve higher levels of accuracy. We note
though that results in [50] suggest that the ansatz outlined above is su�cient
to achieve 1% relative error in the far-�eld pattern for any absorption and
frequency (for the range of examples tested).

3.3.5 Other boundary conditions and 3D problems

We have focussed mostly in this section on sound soft scattering problems.
There is no di�culty in extending the algorithms and much of the analysis
to sound hard or impedance scattering problems. In particular, the HNA
approach has been very successfully applied to the problem of scattering by
convex polygons with impedance boundary conditions (see [23] for details),
solving (45) with � = 0. We do not include speci�c details of that case here,
but note that the approximation space is very similar to that for scattering
by sound-soft convex polygons, as detailed above, and also that a summary
of the approach in that case and further numerical results can be found
in [19].

Much more challenging is extension to 3D, because of the greater com-
plexity of the high frequency asymptotics of the solution, in particular the
much larger number of possible contributing ray paths and associated oscil-
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latory phases. But at least for signi�cant classes of 3D problems it seems



in particular pointing out that one particular implementation (see Theo-
rem 4.2 below), approximating the unknown Neumann data from a space of
traces of plane waves, computes precisely the best approximation from that
space. We also make additional connections to related methods: theleast
squares methodand the method of fundamental solutions: see Remarks 4.3
and 4.4.

The uni�ed transform method, as articulated in x4.1 below and in [78,
76], does not apply to exterior problems for the Helmholtz equation, at any
rate to exterior problems set in the exterior of a bounded set 
� , such as the
exterior Dirichlet problem (7). The issue is that plane wave (and generalised
plane wave) solutions of the Helmholtz equation, which are fundamental to
the method (see x4.1) do not satisfy the standard Sommerfeld radiation
condition (4) (for more discussion seex4.2 below, and note that [45]does
achieve an implementation for a particular exterior problem for the modi�ed
Helmholtz equation, i.e., (1) with k pure imaginary). But the uni�ed trans-
form method can be applied to so-calledrough surface scattering problems,
where the scatterer takes the form


 � := f x = ( ~x; xd) 2 Rd : xd < f (~x)g; (72)

for some bounded, Lipschitz continuous functionf : Rd� 1 ! R so that �
is the graph of f and the boundary value problem to be solved is posed
in the perturbed half-space 
 + := Rd n 
 � . Generalised plane waves (as
de�ned in x4.1) that propagate upwards or decay in the vertical direction
satisfy the appropriate radiation conditions in this case: in 2D these are
the so-calledRayleigh expansion radiation condition, (80) below, in the case
when f is periodic, and the upwards propagating radiation condition [18]
more generally.

Not only can the uni�ed transform method be applied to these rough
surface scattering problems,it already has been applied in these cases, devel-
oped independently in papers by DeSanto and co-authors from 1981 onwards
[33, 35, 36, 34, 5]. Inx4.2 below, we recall this method for the simplest of
these problems, the 2D sound soft scattering problem (14) in the particular
case when the scatterer 
� is a one-dimensionaldi�raction grating by which
we will mean that d = 2 and f : R ! R is periodic (this case considered
in particular in [35, 5]). We point out that the so-called spectral-coordinate
(SC) and spectral-spectral (SS)methods proposed in [35] correspond to two
implementations of the uni�ed transform methods with di�erent choices of
approximation space. We note that theSS� method proposed in [5], a vari-
ant of the SS method, corresponds precisely to the method for the interior
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Dirchlet problem (5) analysed in Theorem 4.2 below, and we prove a new
result (Theorem 4.6) characterising and proving convergence of this method,
sharpening [5, Lemma 4.1]. We also discuss the conditioning of the linear
systems that arise from these methods.

4.1 The uni�ed transform method for the interior Dirichlet
problem

At the heart of the uni�ed transform method is the so-called global rela-
tion. For linear elliptic PDEs with constant coe�cients this global relation
follows from the divergence theorem. In particular, as described in [78, 76]
for the Helmholtz equation (1) (and the Laplace and modi�ed Helmholtz



For n = 1 ; :::; N set � n := k cos� n and � n := k sin � n . Suppose, without
loss of generality, that N = 2M is even, that N � 4, and that � 1 = 1, � 2 =
� 1, and � 2m� 1 = � 2m , in which case� 2m� 1 = � � 2m 6= 0, for m = 2 ; :::; M .
Sincev(( t; 0)) = 0 for t 2 R, it holds that

M +1X

m=1

dm ei � m t = 0 ; t 2 R; (74)

where dm := cm , � m := � m , for m = 1 ; 2, and � m+1 := � 2m� 1, dm+1 :=
c2m� 1 + c2m , for m = 2 ; :::; M . Since the � n , n = 1 ; :::; N , are distinct,
so also are the� m , m = 1 ; :::; M + 1. Let n 2 f 1; :::; M + 1g be such that
Im [� n ] � Im [� m ], for m = 1 ; :::; M +1. Then, multiplying (74) by exp( � i� n )
and integrating it follows that

MX

m=1

dm



this equation overdetermined if M > N in which case it is imposed, e.g.,
in a least squares sense. Spence [76] tabulates the implementations to date,
which vary in the choice of approximation spaceQM and in the choice of



Theorem 4.2. Suppose that� k2 is not a Dirichlet eigenvalue, so that (5)
is uniquely solvable, andh 2 H 1(�) so that � := @� u 2 L 2(�) . Suppose
also that M = N 2 N and QM := P �

N := 
 (PN ), where PN is some N -
dimensional subspace ofP. Then (75) has a unique solution which is� N =
PN � , where PN : L 2(�) ! P �

N is orthogonal projection, so that � N is the
bestL 2(�) approximation to � in P �

N .

With the choices made in this theorem it holds that

� N =
NX

n=1

cn 
v (�; � n;N );

for some complex coe�cients cn , and (75) is equivalent to the linear system

NX

n=1

amn cn =
Z

�
h @� v(�; � m;N ) ds; m = 1 ; :::; N; (78)

where amn =
R

� 
v (�; � n;N )
v (�; � m;N )ds. It is easy to see that the matrix
[amn ] is Hermitian and positive semi-de�nite, indeed positive de�nite in view
of Lemma 4.1(i): see, e.g., the discussion in [5,x



4.2 Di�raction gratings and the uni�ed transform method

The previous subsection has described the uni�ed transform method as a
numerical method for interior problems, in particular the interior Dirichlet
problem (5), but our focus in this paper is acousticscattering in which we are
solving exterior problems. As noted above, we cannot see how the uni�ed
transform method, as currently formulated, can be applied to any of the
exterior or scattering problems that we have stated inx2, where we need to
solve the Helmholtz equation in the exterior of a bounded set 
� , whose
boundary is denoted by �. In particular, the gloDo2 10.909236c



for some complex coe�cients cn , where

� n := �=k + 2 �n= (kL ) and � n :=
� p

1 � � 2
n ; j� n j � 1;

i
p

� 2
n � 1; j� n j > 1:

(81)

The standard Dirichlet problem in this case is then:

Given h 2 H 1=2
� (� L ); �nd u 2 C2

� (
 L
+ ) \ H 1

loc(
 L
+ )

such that (1) holds in 
 + ; 
u = h on � L ;
and u satis�es the RERC (80):

(82)

Here, for � 2 R, H 1=2
� (� L ) is the closure in H 1=2(� L ) of those � 2 C1 (�)

that satisfy (79) for x 2 �. That (82) is uniquely solvable is shown in [40].
For � 2 R, let

R � := f v 2 C2
� (
 L

+ ) \ H 1
loc(
 L

+ ) : v satis�es (1) and (80)g;

and note that u 2 R � if u is a solution of (82). The numerical schemes in
[35] derive from the observation that, if u satis�es (82), then (where � is the
unit normal directed into 
 + )

Z

� L
@� u
v ds =

Z

� L
h@� vds; for all v 2 R � � ; (83)

this identity (83) derived by applying Green's second theorem to u and
v in f x 2 
 L

+ : x2 < H g, for some H > f + . The identity (83) holds,
in particular, for those generalised plane wavesv(�; � ) that are in the set
P� := f v(�; � n ) : n 2 Zg; where � n 2 C is de�ned by

(cos� n ; sin � n ) = ( � � n ; � n );

with � n and � n given by (81). These are the generalised plane waves that
are elements ofR � � .

Thus a version of the global relation holds, that
Z

� L
@� u 
v ds =

Z

� L
h.97 0 Td [(c)]TJ/F2; where � LnZ=

�

LZ

in particular, for t; � n ) :�sin � Zg;





Numerical experiments with the SC and SS methods are carried out in [35].
The methods are extended to transmission problems in [36], and the SC
method to 3D sound soft and sound hard scattering problems for doubly-
periodic, di�raction gratings surfaces in [34].

In [5] a variant of the SS method is proposed, the SS� method, char-
acterised by the choice� m =  nm = 
v (�; � nm ), so that QN = P �

N , the
space spanned byf 
 v(�; � nm ) : 1 � m � N g. An attraction of this method,
as observed in [5], is that, as with (78), this leads to a coe�cient matrix
AN = [ ajm ], in this case with ajm =

R
� L  nm  n j ds, that is Hermitian and

positive de�nite.
Analogously to (77), (87) can be viewed as a variational formulation

problem onL 2(� L )� L 2(� L ): (87) corresponds to (49) withV = V0 = L 2(� L )
and A = I , the identity operator. Like (77) this formulation is trivially
continuous and coercive, with continuity and coercivity constants, C and �
in Lemma 3.2, equal to one. The choiceQN = P �

N is a Galerkin method
for (87), and by C�ea's lemma (Lemma 3.2) one has the following result
(cf, Theorem 4.2).

Theorem 4.6. Suppose thatQN = P �
N . Then � N , given by (88) and (89),

is the bestL 2(� L ) approximation to @� u in P �
N .

We note that this result improves on [5, Lemma 4.1] where it is shown,
under the assumptions of this theorem, that

k@� u � � N kL 2



reliable, but, for some geometries and some angles of incidence, all three
methods perform very well, producing highly accurate results with around
one degree of freedom per wavelength (see [5,x6] for more details).

Remark 4.9. A potential di�culty with all of the SC, SS, and SS � methods
is that the linear systems that arise can be very ill-conditioned. For the
SS� method rigorous upper and lower bounds forcond(AN ), the condition
number of the system matrixAN , are computed in [5], and the e�ects of
this ill-conditioning on the computed solution are estimated. Regarding the
behaviour of � N := cond(AN ), the main results are that � N remains low
as long asP �

N contains only plane waves, i.e. 
v (�; � n ) with � n 2 R, but
necessarily eventually grows exponentially asN ! 1 .

Remark 4.10. The system matrix in the SS� method is the transpose of
the matrix to be solved when the same scattering problem is solved by a least
squares method: see [5,x5] for more detail, and cf. Remark 4.3.
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