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WELL-POSED PDE AND INTEGRAL EQUATION FORMULATIONS
FOR SCATTERING BY FRACTAL SCREENS

SIMON N. CHANDLER-WILDE � AND DAVID P. HEWETT y

Abstract. We consider time-harmonic acoustic scattering by planar sound-soft (Dirichlet) and
sound-hard (Neumann) screens embedded in Rn for n = 2 or 3. In contrast to previous studies
in which the screen is assumed to be a bounded Lipschitz (or smoother) relatively open subset of
the plane, we consider screens occupying arbitrary bounded subsets. Thus our study includes cases
where the screen is a relatively open set with a fractal boundary, and cases where the screen is fractal
with empty interior. We elucidate for which screen geometries the classical formulations of screen
scattering are well-posed, showing that the classical formulation for sound-hard scattering is not well-
posed if the screen boundary has Hausdor� dimension greater than n � 2. Our main contribution is to
propose novel well-posed boundary integral equation and boundary value problem formulations, valid
for arbitrary bounded screens. In fact, we show that for su�ciently irregular screens there exist whole
families of well-posed formulations, with in�nitely many distinct solutions, the distinct formulations
distinguished by the sense in which the boundary conditions are understood. To select the physically
correct solution we propose limiting geometry principles, taking the limit of solutions for a sequence
of more regular screens converging to the screen we are interested in, this a natural procedure for
those fractal screens for which there exists a standard sequence of prefractal approximations. We
present examples exhibiting interesting physical behaviours, including penetration of waves through
screens with \holes" in them, where the \holes" have no interior points, so that the screen and
its closure scatter di�erently. Our results depend on subtle and interesting properties of fractional
Sobolev spaces on non-Lipschitz sets.

Mathematics subject classi�cation (2010): Primary 78A45; Secondary 65J05, 45B05,
28A80.
Keywords: Helmholtz equation, Reduced Wave Equation, Fractal, Boundary Integral
Equation

1. Introduction. This paper is concerned with the mathematical analysis of
time-harmonic acoustic scattering problems modelled by the Helmholtz equation

� u + k2u = 0 ; (1.1)

(or its inhomogeneous variant (3.1) below) wherek > 0 is the wavenumber. Our
focus is on scattering by thin planar screens inRn (n = 2 or 3), so that the domain
in which (1.1) holds is D := Rn n �, where �, the screen, is a bounded subset ofn

nxn = 0g, and the compact set

� is
its closure. As usual, the complex-valued functionu is to be interpreted physically
as either the (total) complex acoustic pressure �eld or the velocity potential, and
we write u as u = ui + us, where ui is a given incident �eld and us := u � ui is
the scattered �eld which is to be determined and is assumed to satisfy (1.1) and the
standard Sommerfeld radiation condition (equation (2.19) below). We suppose that
either sound-softor sound-hardboundary conditions hold, respectively that either

u = 0 or
@u
@n

= 0 (1.2)

on the screen in some appropriate sense, wheren is the unit normal pointing in the
xn direction.
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These are long-standing scattering problems, their mathematical study dating
back at least to [49, p. 139], and it is well-known (e.g., [45, 56], and seex3.1 for
more detail) that, for arbitrary bounded � � � 1 , these problems are well-posed
(and the solutions depend only on the closure�) if the boundary conditions are
understood in the standard weak senses thatu 2 W 1;loc

0 (D ) in the sound-soft case,
that u 2 W 1;loc (D ) and

Z

D
(v� u + r v � r u) dx = 0 ; for all v 2 W 1;comp (D ); (1.3)

in the sound-hard case. We spell out these weak formulations more fully in De�nitions
3.1 and 3.2 below using standard Sobolev space notations de�ned inx2.

In the well-studied case where � is a relatively open1



A main aim of this paper is to derive the correct mathematical formulations for
screens that are fractal or have fractal boundary, and to understand the convergence
of solutions as sequences of prefractals (as in Figures 8.1, 8.2, and 8.4) converge to
a fractal limit. One motivation for such a study is that fractal screen problems are
of relevance to a number of areas of current engineering research, for example in the
design of antennas for electromagnetic wave transmission/reception (see e.g. [48, 51]),
and in piezoelectric ultrasound transducers (see e.g. [44, 43]). The attraction of using
fractal structures (in practice, high order prefractal approximations to fractal struc-
tures) for such applications is in their potential for wideband performance. Indeed,
a key property of fractals is that they possess structure on every length scale, and
the idea is to exploit this to achieve e�cient transmission/reception of waves over
a broad range of frequencies simultaneously. (In this direction, much earlier, Berry
[8] urged the study of waves di�racted by fractal structures (termed di�ractals ), as a
situation where distinctive high frequency asymptotics can be expected.) Although
this is a mature engineering technology (at least for electromagnetic antennas), as
far as we are aware no analytical framework is currently available for such problems.
Understanding well-posedness and convergence of prefractal solutions for the simpler
acoustic case considered in the current paper can be regarded as a signi�cant �rst
step towards these applications.

Regarding related mathematical work, there is a substantial literature studying
trace spaces on fractal boundaries (see [35] and the references therein). This is an
important ingredient in formulating and analysing BVPs, and this theory has been
applied to the study of elliptic PDEs in domains with fractal boundaries for example
in [36]. However, a key assumption in these results is that the boundary satis�es a so-
called Markov inequality [35, 36]. This assumption on the boundary@
 of a domain

 � Rn (in the language of numerical analysis, a requirement that a type of inverse





we introduce new in�nite families of BVP and BIE formulations distinguished by the
sense in which the boundary condition is to be enforced, prove their well-posedness,
and study their relationship to the standard weak and classical formulations. If the
screen is su�ciently regular these formulations collapse to single formulations, equiva-
lent to the standard BVPs and BIEs, but generically these formulations have in�nitely
many distinct solutions.

When � has empty interior the incident �eld may not `see' the screen; the scattered
�eld may be zero. Section 4 studies when this does and does not happen: a key
consideration is whether a setS � � 1 is or is not � 1=2-null (a set S � � 1 is s-null
if there are no � 2 H s(� 1 ) supported in S ), which we study using results from [32].
In x5 we establish the size (cardinality) of our sets of novel formulations, and prove
that distinct formulations have distinct solutions, at least for plane wave incidence and
almost all incident directions. In x5.1 we investigate, mainly using recent results from
[19], a key criterion in answering many of our questions, namely: when iseH � 1=2(� � ) =
H � 1=2

�
? In x6 we elucidate precisely for which screens � the classical formulations of

De�nitions 3.10 and 3.11 are or are not well-posed. Inx7 we study dependence of
the screen scattering problems on �, establishing continuous dependence results for
weak notions of set convergence, and use these results to select, from the in�nite
set of solutions arising from the formulations of x3.2 and x3.3, physically relevant
solutions by studying a general screen as the limit of a sequence of more regular
screens. Finally, in x8 we illustrate the results of the previous sections by a number
of concrete examples, mainly examples where � is fractal or has fractal boundary.

We remark that some of the results on the BVP and BIE formulations in this
paper appeared previously in the conference papers [31, 14] and the unpublished
report [16], and that elements of some of the results ofx7 and part of Example 8.2





let I : H � s(Rn ) ! (H s(Rn )) � be the unitary isomorphism implied by the duality
pairing (2.2), i.e. I u(v) := hu; vi H � s (Rn ) � H s (Rn ) , let R : H s(Rn ) ! (H s(Rn )) � denote
the standard Riesz isomorphism, and letj : H s(Rn ) ! H � s(Rn ) be the unitary
isomorphism de�ned by j := I � 1R (j can be expressed explicitly as a Bessel potential
operator, see [19



For wave scattering problems, in which functions decay only slowly at in�nity, it
is convenient to de�ne also

W 1;loc (
) := f u 2 L 2
loc (
) : r u 2 L 2

loc (
) g;

W 1;loc (
; �) := f u 2 W 1;loc (
) : � u 2 L 2
loc (
) g;

and

W 1;loc
0 (
) := f u 2 W 1;loc (
) : � j 
 u 2 W 1

0 (
) ; for every � 2 D(Rn )g;

whereL 2
loc (
) is the set of locally integrable functions u on 
 for which

R
G ju(x)j2dx <

1 for every bounded measurableG � 
. Analogously, for s � 0,

H s; loc (
) := f u 2 L 2
loc (
) : � j 
 u 2 H s(
) ; for every � 2 D(Rn )g:

Clearly H 0;loc (
) = L 2
loc (
) and H 1;loc (Rn ) = W 1;loc (Rn ). It holds moreover (since

n = 2 or 3) that

W 1;loc (Rn ; �) = H 2;loc (Rn ) � C(Rn ); (2.13)

since if � 2 D(Rn ) and u 2 W 1;loc (Rn ; �), then v := �u 2 H 1(Rn ) and � v 2 L 2(Rn ),
from which it follows, by elliptic regularity (e.g., [25]), that v 2 H 2(Rn ), so that
v 2 C(Rn ) by the Sobolev imbedding theorem (e.g., [41, Theorem 3.26]).

2.1. Function spaces on � 1 and trace operators. Recall that the propa-
gation domain in which the scattered �eld is assumed to satisfy (1.1) isD := Rn n �
(n = 2 or 3), where � (the screen) is a bounded subset of the hyperplane �1 := f x =



For compact K � � 1 , let

D1;K := f � 2 D(Rn ) : � = 1 in some neighbourhood ofK g:

For u 2 W 1;loc (D ; �), we de�ne, where � is any element ofD1;� , the jumps

[u] :=  + (�u ) � 



noting that layer potentials on � can be thought of as layer potentials on any larger
bounded open set 
 � �; for more details see [16, Theorem 3.1].

Theorem 2.1. (i) For any � 2 H � 1=2
�

and  2 H 1=2
�

the potentials S� and D 
are in�nitely di�erentiable in D , and satisfy the Helmholtz equation (1.1) inD and
the Sommerfeld radiation condition (2.19);

(ii) for any � 2 D(Rn ) the following mappings are bounded:

� S : H � 1=2
�

! W 1(Rn ); � D : H 1=2
�

! W 1(D );

(iii) the following jump relations hold for all � 2 H � 1=2
�

,  2 H 1=2
�

, and � 2 D1;� :

[S� ] = 0 ; (2.23)

@�
n (� S� ) = � �= 2; so that [@n S� ] = � �; (2.24)

 � (� D ) = �  = 2; so that [D ] =  ; (2.25)

[@n D ] = 0 : (2.26)

We will obtain BIE formulations for our scattering problems that can be expressed
with the help of single-layer and hypersingular operators,S1 and T1 respectively,
de�ned as mappings fromD(� 1 ) to C1 (� 1 ) by the standard formulae

S1 � (x) =
Z

� 1

�( x ; y )� (y ) ds(y ); T1  (x) =
@

@n(x)

Z

� 1

@�( x; y )
@n(y)

 (y ) ds(y );

(2.27)

for x 2 � 1 . Fix � 2 D1;� , in which case� = 1 in some bounded open neighbourhood
� y of �. It is standard (e.g. [41]) that, if �;  2 D(� 1 ), then

S1 � =  � (� S� ) and T1  = @�
n (� D ) in � y; (2.28)

so that we can de�ne mappingsSy and Ty from D(� y) to D(� y) by

Sy� := S1 � j � y =  � (� S� )j � y ; Ty := T1  j � y = @�
n (� D )j � y ; (2.29)

for �;  2 D(� y). It is clear from the mapping properties of the trace operators, those
of S and D in Theorem 2.1(ii), and the density of D(� y) in eH s(� y), for s 2 R, that
the representations (2.29) extend the de�nitions of Sy and Ty to bounded operators
Sy : eH � 1=2(� y) ! H 1=2(� y) and Ty : eH 1=2(� y) ! H � 1=2(� y). (These mapping
properties are well-known in the case that �y is Lipschitz or smoother - see e.g.
[28, 29], where � is assumedC1 .)

Recall that H � 1=2(� y) can be identi�ed with the dual space
�

eH � 1=2(� y)
� �

via

the unitary mapping implied by the duality pairing (2.11). As noted in x2, an alter-

native natural unitary realisation of
�

eH � 1=2(� y)
� �

, via the duality pairing (2.8), is
�

H � 1=2
� c

y

� ?
� H � 1=2(� 1 ). We can de�ne versions ofSy and Ty, Sz : eH � 1=2(� y) !

�
H 1=2

� c
y

� ?
and Tz : eH 1=2(� y) !

�
H � 1=2

� c
y

� ?
, which map to these alternate realisations

of the dual spaces, by

Sz� := P+  � (� S� ); Tz := P� @�
n (� D ); (2.30)
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for � 2 eH � 1=2(� y),  2 eH +1 =2(� y), where P� denotes orthogonal projection onto
�

H � 1=2
� c

y

� ?
in H � 1=2(� 1 ). Since ' j � y = 0 for ' 2 H � 1=2

� c
y

, we see from (2.29) and

(2.30) that

Sy = j � y Sz; Ty = j � y Tz; (2.31)

with the mapping j � y :
�

H � 1=2
� c

y

� ?
! H � 1=2(� y) a unitary isomorphism, as noted in

x2, whose inverse (2.6) takes' 2 H � 1=2(� y) to its unique extension in H � 1=2(� 1 )
with minimum norm.

Thus Sy� is simply the restriction of Sz� to � y, and Sz� the minimum norm
extension of Sy� ; and the same relationship holds betweenTy� and Tz� . Moreover,
it is immediate from (2.27), (2.28), (2.29), and (2.31), that, for �;  2 D(� y) and
x 2 � y,

Sy� (x) = Sz� (x) =
Z

� y

�( x ; y )� (y ) ds(y ); (2.32)

Ty (x) = Tz (x) =
@

@n(x)

Z

� y

@�( x; y )
@n(y)

 (y ) ds(y ): (2.33)

To write down weak forms of BIEs, we introduce sesquilinear forms associated to
these BIOs, de�ned by

aS (�;  ) := hSy�;  i H 1= 2 (� y ) � eH � 1= 2 (� y ) = hSz�;  i H 1= 2 (� 1 ) � H � 1= 2 (� 1 ) ; (2.34)

for �;  2 eH � 1=2(� y), and

aT hSz



for all �;  2 eH 1=2(� y).
Since H � 1=2(� y) is a unitary realisation of ( eH � 1=2(� y)) � through the duality

pairing (2.11), the upper bounds in this theorem are equivalent to the bounds

kSyk = kSzk � CS ; kTyk = kTzk � CS : (2.39)

Further, by Lax-Milgram, the above theorem implies that these operators are invert-
ible, with

kS� 1
y k = kS� 1

z k � c� 1
S ; kT � 1

y k = kT � 1
z k � c� 1

T : (2.40)

Our BIEs will be expressed in terms of single-layer and hypersingular operators
associated to the screen �, de�ned analogously to (2.30). Speci�cally, letV � denote
any closed subspace ofH � 1=2

�
(so that V � � eH � 1=2(� y) by (2.1)), and let V �

� :=
((V � )a)? denote the natural unitary realisation of (V � ) � implied by the duality
pairing (2.8), where (V � )a denotes the annihilator of V � in H � 1=2(� 1 ), de�ned by
(2.7



3. Formulating screen scattering problems.

3.1. Standard BVP formulations and their interrelation. In this section
we study the standard formulations for screen scattering from the literature. We will
see that these formulations are equivalent for screens that occupy open sets in �1

with Lipschitz boundaries (this is well-known), but that some of these standard for-
mulations (Problems SD-cl, SN



case that the domain D satis�es a local compactness condition, which it does asD
satis�es Wilcox's �nite tiling property - see [56, Theorem 4.3 and p.62].

Theorem 3.5. Problems SD-w and SN-w have exactly one solution for every
ui 2 W 1;loc (D ; �) .

The following lemma uses the notations introduced above (2.42), so thatV � is
any closed subspace ofH � 1=2

�
and PV �

�
orthogonal projection onto the realisation

V �
� � H � 1=2(� 1 ) of its dual space. This lemma will allow us to make connections

betweenSD-w, SN-w and the other formulations we introduce below.
Lemma 3.6. If u satis�es SD-w or SN-w then u 2 C(D), us 2 C1 (D ), [u] 2

H 1=2
�

, [@n u] 2 H � 1=2
�

, and

[us] = [ u] = 0 if u satis�es SD-w, while [@n us] = [ @n u] = 0 if u satis�es SN-w:
(3.3)

Further, for all � 2 D1;� ,

PV +
�

 � (�u ) = 0 with V � = H � 1=2
�

; which implies that  � (�u )j � � = 0 ; (3.4)

if u satis�es SD-w, while

PV �
�

@�
n (�u ) = 0 with V + = H 1=2

�
; which implies that @�

n (�u )j � � = 0 ; (3.5)

if u satis�es SN-w.
Proof. If u satis�es SD-w or SN-w then us 2 C1 (D ) by (



so that @+
n (�u ), and also @�

n (�u ) as [@n u] = 0, is in the annihilator of H 1=2
�

, i.e.

PV �
�

@�
n (�v ) = 0 with V + = H 1=2

�
. This implies, arguing as above for the Dirichlet

case, that @�
n (�u )j � � = 0.

The next lemma is immediate from standard elliptic regularity results up to the
boundary (e.g., [25]).

Lemma 3.7. Suppose thatv 2 W 1;loc (D ; �) satis�es the Helmholtz equation(1.1)
in D and that, for some� 2 D1;� , either  � (�v )j � � 2 C1 (� � ) or @�

n (�v ) 2 C1 (� � ).
Then v is smooth up to the boundary away from@� , i.e., v 2 C1

@� (D ) in the notation
of (2.18).

From Lemma 3.7 and Lemma 3.6 we have the following corollary.
Corollary 3.8. If u satis�es SD-w or SN-w and � ui + k2ui = 0 in a neigh-

bourhood of� (so that ui is C1 in a neighbourhood of� ), then us 2 C1
@�

(



and Neumann BVPs with more general boundary data. The following is a standard
Sobolev space formulation (e.g., [52]).

Definition 3.11 (



(2.19



(3.12). Similarly, if V + = eH 1=2(� � ), then N(V + ) is the standard formulation N-st
augmented by the additional constraints(3.14) and (3.15). We will show in Theorem
6.1 that, if � is su�ciently regular, these additional constraints are superuous, which
in turn will imply (Theorem 6.2) that the standard formulations D-st and N-st are
then well-posed.

Corollary 3.23. If (3.18) holds andv satis�es D(V � ) (N(V + )), then v satis�es
D-st with egD = gD j � � (N-st with egN = gN j � � ).

Remark 3.24. Arguing as in the proof of Lemma 3.21, we have also that if
(3.18) holds andgD and gN are given as in ProblemsSD(V � ) and SN(V + ), then, for
every � 2 D1;� ,

gD j � � = �  � (�u i )j � � and gN j � � = � @�
n (�u i )j � � :

Corollary 3.23, Remark 3.24, and Lemma 3.12 imply:
Corollary 3.25. If (3.18) holds, us satis�es SD(V � ) (SN(V + )), and (� +

k2)ui = 0 in a neighbourhood of� , then us satis�es SD-cl (SN-cl).
The following result is one half of a proof of well-posedness ofD(V � ) and N(V + )

that we will complete in Theorems 3.29 and 3.30 below.
Theorem 3.26. Problems D(V � ) and N(V + ) (and hence alsoSD(V � ) and

SN(V + )) have at most one solution.
Proof. Suppose that v satis�es D(V � ) with gD = 0, and choose real-valued

� � ; � 2 D1;� such that � � = 1 in a neighbourhood of the support of �



Combining this result with Theorems 3.5 and 3.26, we obtain:
Theorem 3.28. For V � = H � 1=2

�
, Problem SD(V � ) has exactly one solution

which is the unique solution ofSD-w. Similarly, for V + = H 1=2
�

, Problem SN(V + )
has exactly one solution which is the unique solution ofSN-w.

3.3. BIEs, well-posedness, and equivalence of formulations. We now
study the reformulation as BIEs of the various BVPs we have introduced above.
We will also use these BIEs to complete proofs of well-posedness and to complete our
study of the connections between the various formulations.

The operators in these BIEs will be the single layer and hypersingular operators,
S : V � ! V +

� and T : V + ! V �
� , that we introduced in (2.42), where, as above,

V � is some closed subspace ofH � 1=2
�

� H � (� 1 ), and V �
���(�1



with [v] 2 V + the unique solution of the BIE

T[u] = gN: (3.25)

Further, (3.25) is equivalent to the variational problem: �nd [v] 2 V + such that

aT ([v];  ) = hgN;  i H � 1= 2 (� 1 ) � H 1= 2 (� 1 ) ; for all  2 V + : (3.26)

For every V + satisfying (3.18), the solution of N(V + ) is a solution of N-st with
egN = gN j � � .

The following corollary is immediate from Theorem 3.29, noting that [@n ui ] = 0
as observed in the proof of Lemma 3.6. The exception is the penultimate sentence
which is a restatement of Theorem 3.28, and the last sentence which follows from
Lemma 3.25.

Corollary 3.31. Problem SD(V � ) has a unique solution, which satis�es (where
u := ui + us)

u(x) = ui (x) � S [@n u] (x); x 2 D; (3.27)

with [@n u] 2 V � the unique solution of the BIE

S [@n u] = PV +
�

 � (�u i ); (3.28)

where � 2 D1;� is arbitrary. Further, (3.28) is equivalent to the variational problem:
�nd [@n u] 2 V � such that

aS ([@n u];  ) = h � (�u i );  i H 1= 2 (� 1 ) � H � 1= 2 (� 1 ) ; for all  2 V � : (3.29)

If V � = H � 1=2
�

then SD(V � ) and SD-w have the same unique solution. For every
V � satisfying (3.18), the solution of SD(V � ) is a solution of SD-cl if (� + k2)ui = 0
in a neighbourhood of� .

Similarly, the following corollary follows from Theorem 3.30, with the penultimate
sentence a consequence of Theorem 3.28, and the last sentence a consequence of
Lemma 3.25.

Corollary 3.32. Problem SN(V + ) has a unique solution, and this solution
satis�es (where u := ui + us)

u(x) = ui (x) + D[u](x); x 2 D; (3.30)

with [u] 2 V + the unique solution of the BIE

T[u] = � PV �
�

@�
n (�u i ); (3.31)

where � 2 D1;� is arbitrary. Further, (3.31) is equivalent to the variational problem:
�nd [u] 2 V + such that

aT ([u];  ) = �h @�
n (�u i );  i H � 1= 2 (� 1 ) � H 1= 2 (� 1 ) ; for all  2 V + : (3.32)

If V + = H 1=2
�

then SN(V + ) and SN-w have the same unique solution. For everyV +

satisfying (3.18), the solution of SN(V + ) is a solution of SN-cl if (� + k2)ui = 0 in
a neighbourhood of� .
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4. When is the scattered �eld just us = 0?. From a variety of perspectives,
including that of inverse scattering, a fundamental question is: does the incident �eld
`see' the screen, by which we mean simply: isus 6= 0?

We �rst note from Corollaries 3.31 and 3.32 that a necessary condition for the
solution of SD(V � ) (SN(V + )) to be non-zero isV � 6= f 0g (V + 6= f 0g). And, trivially,
there exists a subspaceV � of H � 1=2

�
with V � 6= f 0g if and only if H � 1=2

�
6= f 0g. So

one relevant question is: for which compact setsK � � 1 is H � 1=2
K = f 0g? That is,

using the terminology introduced below (2.3): for which compact setsK is K � 1=2-
null? We address this question in Theorem 4.1, which will be a key tool in much of
our later analysis, using results from [32].

Before stating the theorem we note that, as will be of no surprise to readers
familiar with potential theory (e.g., [37], and [6, Theorem 2.7.4]), for the Dirichlet
problem a key role is played by the capacity, de�ned for a compact setF � Rn by
cap(F ) := inf fk uk2

H 1 (Rn ) g, where the in�mum is over all u 2 D(Rn ) such that u � 1
in a neighbourhood of F . For an open set 
 � Rn , and for an arbitrary Borel set
E � Rn ,

cap(
) := sup
F � 


F compact

cap(F ); cap(E) := inf

 � E


 open

cap(
) :

This last de�nition for arbitrary Borel sets applies, in particular, in the cases E
compact andE open, for which it coincides with the immediately preceding de�nitions
for these cases (as shown e.g. in [32,x3]). Also, we note that in Theorem 4.1 and the
rest of the paper we use the notationm(E) to denote the (n� 1)-dimensional Lebesgue
measure ofE , for measurableE � � 1 . Finally, we remark that illustrations of the
last sentence of the theorem are given in Examples 8.1-8.3.

Theorem 4.1. Let E be a Borel subset of� 1 . Then:
(a) E is � 1=2-null if and only if cap(E) = 0 ;
(b) if E is closed thenE is � 1=2-null if and only if W 1

0 (Rn n E) = W 1(Rn );
(c) if E � is non-empty then E is not � 1=2-null;
(d) if dimH (E ) < n � 2 then E is � 1=2-null, and if dimH (E ) > n � 2 then E is

not � 1=2-null;
(e) if m(E) = 0 or E is � 1=2-null, then E is 1=2-null;
(f ) if E = @
 and 
 is in the algebra of subsets ofRn generated by allC0 open

sets, thenE



Another approach to the question `Isus = 0?' is to observe, sinceSD(



in�nitely many d 2 Sn .
Remark 4.4. Regarding the application of the above lemmas, it is important

to note that any closed subspaceW � H � s(� 1 )



to SN(V + ) is us = 0 . If � is not 1=2-null, in particular if �
�

is non-empty (though this
is not necessary, see Example 8.3), then: (i) ifui satis�es the conditions of Theorem
4.6 for the Neumann case, then the solutionus to SN-w does not vanish, and nor does
the solution to SN(V + ) as long asV + satis�es (3.18) and � � is non-empty; (ii) if ui

is the plane wave(3.6) and V + 6= f 0g then the solution us to SN(V + ) is non-zero for
almost all incident directions d (all but �nitely many directions if n = 2 ).

5. Do all our formulations have the same solution?. We focus in this sec-
tion on the formulations D(V � ), N(V + ), SD(V � ), and SN(V + ) introduced in x3.2,
with V � satisfying the physical selection principle (3.18), and on the standard for-
mulations introduced in x3.1, addressing the question of the section title. We will
show that either the formulations SD(V � ) and SN(V + ) satisfying (3.18) coincide for
all choices ofV + and V � satisfying (3.18), or, in each case, the cardinality of the
set of distinct formulations is that of the continuum. Further we show that, in the
speci�c case of plane wave incidence, for almost all directions of incidence, there are,
in both the sound-soft and sound-hard cases, in�nitely many distinct solutions us to
these formulations.

The main results of the section are Theorems 5.5 and 5.6. For their proof we
shall appeal to a number of preliminary results. The �rst, an approximation lemma,
is used to prove Lemma 5.2, and is a special case of [19, Lemma 3.22].

Lemma 5.1. Suppose thatN 2 N and x1; :::; xN 2 Rn are distinct. Then there
exists a family (vj ) j 2 N � C1 (Rn ) such that: for all j 2 N, vj (x) = 0 , if jx � x i j < 1=j
for some i 2 f 1; :::; N g; for all � 2 H s(Rn ) with jsj � 1=2, kvj � � � kH s (Rn ) ! 0 as
j ! 1 .

Lemma 5.2. If jsj � 1=2 and eH s(� � ) 6= H s
�
, then the quotient spaceH s

�
= eH s(� � )

is an in�nite-dimensional separable Hilbert space.
Proof. It is standard that the quotient space H s

�
= eH s(� � ) is a Hilbert space (e.g.,

[19, x2.1]), and it is separable asH s(Rn ) � H s
�

is separable.

Suppose now that jsj � 1=2 and eH s(� � ) 6= H s
�
. We show �rst that for every

v 2 H s
�

n eH s(� � ) there exists a setK � � with at least countably many points such
that each point x 2 K has the following property:

for all � > 0 there exists� 2 D(B � (x)) with �v 2 H s
�

n eH s(� � ). (5.1)

For suppose this is not true. Then, for somev 2 H s
�

n eH s(� � ) the set X of
points x 2 � with this property is �nite. Choose a sequence ( v` )1

` =1 � C1 (Rn ) as
follows: set v` � 1 for ` 2 N if X = ; ; if X = f x1; :::; xN g, for distinct x1; :::; xN 2 �,
choose (v` ) to have the properties of Lemma 5.1. For everyx 2 K � := � n X there
exists � (x) > 0 eH s(� � 	n,



Then W is a linear subspace ofH s
�
= eH s(� � ). Further, for every N 2 N, choosing

� > 0 such that � < jx j � x ` j=3, for j; ` = 1 ; :::; N , and � j 2 D(B � (x j )) with � j v 2
H s

�
n eH s(� � ) for j = 1 ; :::; N , it is clear that

f � 1v + eH s(� � ); :::; � N v + eH s(� � )g � W

is linearly independent, for if w :=
P N

j =1 � j � j v 2 eH s(� � ), for some � 1; :::; � N 2 C,
then, for ` 2 f 1; :::; N g, choosing � 2 D(Rn ) such that � = 1 in a neighbourhood
of B � (x ` ) and supp(� ) � B2� (x ` ), we see that eH s(� � ) 3 �w = � ` �� ` v = � ` � ` v, so
� ` = 0 since � ` v 62eH s(� � ). Thus dim( W ) � N , for each N , so that H s

�
= eH s(� � ) is

in�nite-dimensional.
The following lemma uses cardinal arithmetic from ZFC set theory [30].
Lemma 5.3. Let H be a separable Hilbert space of dimension at least two. Then

the cardinality of the set of closed subspaces ofH is c, the cardinality of R.
Proof. SupposeH is a separable Hilbert space. Then its cardinality is at leastc if

its dimension is at least two, for if v1; v2 2 H are orthogonal, f � (cos(� ) v1 +sin( � ) v2) :
� 2 Cg is a distinct closed subspace ofH for each 0 � � < � . Further, H has a
countable orthonormal basis, so that the cardinality of H itself is no larger than that
of the set of sequences of complex numbers, which isc, as jCNj = (2 @0 )@0 = 2 @0 = c.
Finally, since there is an injectionH ! R, and each closed subspaceV is characterised
by a countable set of orthonormal basis vectors inH , the cardinality of the set of closed
subspaces ofH is no larger than jRNj = c.

Lemma 5.4. If eH � 1=2(� � ) 6= H � 1=2
�

, then the set of closed subspacesV � satisfy-
ing (3.18) has cardinality c.

Proof. H � 1=2
�

= eH � 1=2(� � ) is unitarily isomorphic to W, the orthogonal comple-

ment of eH � 1=2(� � ) in H � 1=2
�

, so the set of closed subspaces ofW has cardinality c
by Lemmas 5.2 and 5.3. The result follows as there is a one-to-one correspondence
between the set of closed subspaces ofW and the closed subspacesV � of H � 1=2

�
that

satisfy (3.18), given by L 7! eH � 1=2(� � ) � L , for L a closed subspace ofW.
We are now ready to state and prove the main theorems in this section.
Theorem 5.5. If eH � 1=2(� � ) = H � 1=2

�
and V � satis�es (3.18) then V � = H � 1=2

�
,

so that there is only one formulationD(V � ), and one formulation SD(V � ), with V �

satisfying (3.18). Further, in this case SD(V � ) and SD-w have the same unique
solution. If eH � 1=2(� � ) 6= H � 1=2

�
then the set of subspacesV � satisfying (3.18) has

cardinality c. Further, if ui is the incident plane wave(3.6), then:
(a) if V1 6= V2 are any two subspaces

�



denoteS, V +
� , and PV +

�
, respectively, whenV � = Vj . Now, for j = 1 ; 2, Sj : Vj ! V �

j
is an isomorphism, so that, if V1 � V2, V �

2 = S2(V1) � W , where W is the non-empty
orthogonal complement ofS2(V1) in V �

2 . Let P denote orthogonal projection ontoW
in H 1=2(� 1 ). Then, by Lemma 4.3 and Remark 4.4,Pg 6= 0 for almost all d 2 Sn

(all but �nitely many d if n = 2), which implies that � 2 62V1, so that � 1 6= � 2. In the
general case thatV1 6= V2, it holds for j = 1 ; 2 that Vj = V � Wj , for some orthogonal
subspacesV , W1, and W2 of H � 1=2

�
, with at least one of W1 and W2



The next theorem provides su�cient conditions on � � ensuring that eH � 1=2(� � ) =
H � 1=2

�
. Here, and henceforth, when we say that the open set 
� Rn is C0 except at

countably many points P � @
, we mean that its boundary @
 can at each point in
@
 n P be locally represented as the graph (suitably rotated) of aC0 function from
Rn � 1 to R, with 
 lying only on one side of @
. (In more detail we mean that 

satis�es the conditions of [26, De�nition 1.2.1.1], but for every x 2 @
 nP rather than
for every x 2 @
.) Examples of such sets 
 include prefractal appoximations to the
Sierpinski triangle (Figure 8.1). That the theorem holds when � � is C0 is well known
(e.g. [41, Theorem 3.29]), and that it holds in the generality stated here follows from
[19, Theorem 3.24].

Theorem 5.10. If � � is C0, or is C0 except at countably many pointsP � @
 ,
with P having only a �nite set of limit points, then eH � 1=2(� � ) = H � 1=2

� � .
By combining the results in Corollary 5.9, Theorem 5.10 and Theorem 4.1, we

can derive the following corollary, which explores the case where�
�

is C0, except
perhaps at countably many points, but where � � $ �

�
. We illustrate this corollary

with examples where � is open, so that � � = � and � � = �, but � � 6= �
�
, in Examples

8.5 and 8.6.
Corollary 5.11. Suppose that� � $ �

�
and that �

�
is C0, or C0 except at a

countable set of pointsP that has only �nitely many limit points. Then:
(i) if �

�
n � � has interior points then eH � 1=2(� � ) $ H � 1=2

�
;

(ii) if �
�

n � � is countable, or �
�

n � � � @
 , where 
 � � 1 is a Lipschitz open set,
then eH � 1=2(� � ) = H � 1=2

�
;

(iii) if eH 1=2(� � ) = H 1=2
�

or m(�
�

n � � ) = 0 , then eH � 1=2(� � ) = H � 1=2
�

;

(iv) eH 1=2(� � ) = H 1=2
�

if and only if cap(�
�

n � � ) = 0 ;

(v) if d := dim H (�
�

n � � ) < n � 2 then eH 1=2(� � ) = H 1=2
�

, while eH 1=2(� � ) $ H 1=2
�

for d > n � 2.

6. Well-posedness of standard formulations. In this section we investigate
for which screens � the standard formulations SD-cl, SN-cl, D-st, and N-st are well-
posed. Since we know already that these formulations have at least one solution
(Corollary 3.15 and Theorems 3.29 and 3.30), we need only consider the question of
uniqueness. By Corollary 3.13 it is enough to consider this question forD-st and N-st.

We noted in Remark 3.22 that D(V � ) with V � = eH � 1=2(� � ) is equivalent to D-
st, augmented by the additional constraints (3.11) and (3.12), and that N(V + ) with
V + = eH 1=2(� � ) is equivalent to N-st augmented by (3.14) and (3.15). SinceD(V � )
and N(V + ) are well-posed (Theorem 3.29), asking whetherD-st has more than one
solution is equivalent to asking whether (3.11) and (3.12) are superuous, i.e. whether
D(V � ) remains well-posed if (3.11) and (3.12) are deleted. Similarly, asking whether
N �



Proof. If v 2 W 1;loc (D ) and satis�es (1.1) in D , so that v 2 W 1;loc (D ; �), then
[v] 2 H 1=2

�
and [@n v] 2 H � 1=2

�
. Thus (3.12) and (3.15) are superuous ifV � = H � 1=2

�
.

If also v satis�es (3.10) then PV +
�

[v] = 0, i.e. [v] 2 (V +
� )? , so that [v] 2 (V +

� )? \ H 1=2
�

.

Thus (3.11) is superuous if (V +
� )? \ H 1=2

�
= f 0g. Similarly, if v satis�es (3.13), then

[@n v] 2 (V �
� )? \ H � 1=2

�
, so (3.14) is superuous if (V �

� )? \ H � 1=2
�

= f 0g.

Conversely, suppose thatV1 6= V2, where V1 = V � and V2 = H � 1=2
�

. Then, by
Theorem 5.5(a), there exists an incident wave directiond such that us

1 6= us
2, whereus

j
is the solution to SD(Vj ) for j = 1 ; 2. SinceV1 � V2, us

2 satis�es all the conditions of
SD(V � ) except for (3.12). Sov := us

1 � us
2 6= 0 is a solution to D(V � ) with gD = 0 and

(3.12) deleted. Thus uniqueness fails forD(V � ) if (3.12) is deleted andV � 6= H � 1=2
�

.
Similarly, arguing using Theorem 5.6(a), uniqueness fails forN(V + ) if (3.15) is deleted
and V + 6= H 1=2

�
.

Next, suppose that (V +
� )? \ H 1=2

�
6= f 0g, choose a non-zero 2 (V +

� )? \ H 1=2
�

,
and set v := D . Then, by Theorem 2.1, except that (3.11) is not satis�ed as
[v] =  , v satis�es D(V � ) with gD = 0. Thus uniqueness fails forD(V � ) if (3.11) is
deleted and (V +

� )? \ H 1=2
�

6= f 0g. Similarly, uniqueness fails forN(V + ) if (3.14) is

deleted and (V �
� )? \ H � 1=2

�
6= f 0g, arguing in this case by de�ning v := S� , where

0 6= � 2 (V �
� )? \ H � 1=2

�
.

If V � = eH � 1=2(� � ), then (recall (2.41)) V �
� =

�
H � 1=2

(� � ) c

� ?
and (V +

� )? \ H � 1=2
�

=

H � 1=2
@� , so that f 0g = ( V +

� )? \ H � 1=2
�

if and only if @� is � 1=2-null. If V � satis�es

(3.18), then V � � eH � 1=2(� � ) and, as noted below (2.8),V �
� �

�
H � 1=2

(� � ) c

� ?
, so that

(V +
� )? \ H � 1=2

�
� H � 1=2

@� , so that f 0g = ( V +
� )? \ H � 1=2

�
if @� is � 1=2-null.

By applying Theorem 6.1 with V � = eH � 1=2(� � ), and recalling Theorem 4.1,
and the results of x5.1, we can now clarify when the standard scattering and BVP
formulations are well-posed.

Theorem 6.2. (a) Problems SD-cl and D-st are well-posed if and only if eH � 1=2(� � )
= H � 1=2

�
and @� is 1=2-null. In particular, any of the following conditions is su�cient

to ensure that SD-cl and





One approach to selecting the \physically correct" solution from this multitude
is to think of � as the limit of a sequence of screens (�j ) j 2 N, where each screen �j
is su�ciently regular so that the correct choice of solution is clear. This is a natural
approach for recursively generated fractal structures. For example the open set �
whose boundary is the Koch snowake is usually generated as the limit of a sequence
� 1 � � 2 � ::: (see Figure 8.4), where each �j is a Lipschitz open set. Likewise the
closed set � which is the Sierpinski triangle is usually generated as the limit of a
sequence of closed sets �1 � � 2 � ::: (see Figure 8.1), where, for eachj , � �

j is C0

(indeed Lipschitz) except at a �nite set of points. Our �rst theorem (cf. [19, Theorem
4.3 and Proposition 4.5]) deals with these and related cases.

Theorem 7.1. (a) Suppose that� j � � 1 is open for j 2 N, that � 1 � � 2 � :::,
and that � = [ 1

j =1 � j is bounded. Further (as usual) letD := Rn n � . Let us denote

the solution to SD(V � ) with V � = eH � 1=2(�) , and us
j the solution to SD(V � ) with

V � = eH � 1=2(� j ). Then, for every � 2 D(Rn ),

k� (us � us
j )kW 1 (Rn ) ! 0 as j ! 1 : (7.1)

Similarly, if us denotes the solution toSN(V + ) with V + = eH 1=2(�) , and us
j the

solution to SN(V + ) with V + = eH 1=2(� j ), then, for every � 2 D(Rn ), k� (us �
us

j )kW 1 (D ) ! 0 as j ! 1 .
(b) Suppose that� j � � 1 is compact for j 2 N, that � 1 � � 2 � :::, and that � is

given by � = \ 1
j =1 � j . Let us denote the solution toSD(V � ) with V � = H � 1=2

� , and

us
j the solution to SD(V � ) with V � = H � 1=2

� j
. Then (7.1) holds for every� 2 D(Rn ).

Similarly, let us denote the solution toSN(V + ) with V + = H 1=2
� , and us

j the solution

to SN(V + ) with V + = H 1=2
� j

. Then, for every � 2 D(Rn ) and every open
 � � 1

with � � 
 , k� (us � us
j )kW 1 ( eD ) ! 0 as j ! 1 , where eD := Rn n 
 .

Proof. Part (a). In the �rst case, by Corollary 3.31, us = �S [@n u] and us
j =

�S [@n uj ], where [@n u] 2 V � is the unique solution of (3.29) with V � = eH � 1=2(�),
and [@n uj ] the unique solution with V � = eH � 1=2(� j ). Since, by Theorem 2.2,aS is
coercive and, by [19, Proposition 3.33],

eH � 1=2(�) =
1[

j =1

eH � 1=2(� j );

it follows from C�ea's lemma (cf. [19, (8)]) that k3.29



Corollary 3.32 and the coercivity of aT , and noting that, if 
 � � 1 is open and
� � 
, then � j � 
 for all j su�ciently large.

Remark 7.2. We note that, if us
j ! us in any of the senses indicated in the above

theorem, then also, by elliptic regularity arguments,us
j ! us uniformly on compact

subsets ofD . To see this, let F � D be any such compact subset, choose� 2 D(D)
with � = 1 in a neighbourhood ofF , and let vj := � (us � us

j ). Then (� + k2)vj =
f j 2 L 2

comp (Rn ), which implies that (3.2) holds with ui and f replaced byvj and f j .
From this, noting also that kf j kL 2 (Rn ) ! 0 as j ! 0 and supp(f j ) � supp(� ), we see
that, uniformly for x 2 F , jus(x) � us

j (x)j



by Theorem 5.10.
Similarly, part (b) follows from Theorem 7.1(b) and Remark 7.2, provided there

exists a sequence (�j ) satisfying the conditions of De�nition 7.4. One such sequence
can be constructed as follows. LetJ j := f ` 2 Zn � 1 : � \ � `;j 6= ;g . Then � j :=
[ ` 2 J j � `;j satis�es the required conditions.

Remark 7.6. The limiting geometry principles in De�nitions 7.3 and 7.4 provide
criteria for selecting physically relevant solutions when� is either compact, or bounded



Fig. 8.1 . The �rst four prefractal approximations to the Sierpinksi triangle.

number of examples where the screen is fractal or has a fractal boundary.
Our �rst three examples consider scattering by screens that are compact sets

with empty interior. While the standard formulations SD-w and SN-w are physically
relevant in this case, in particular are limiting geometry solutions in the sense of
De�nition 7.4, the formulations SD-cl and SN-cl lack boundary conditions: equations
(3.8) are empty. In Examples 8.1 and 8.2 the screen has zero surface measure and
the incident �eld fails to see the screen for sound-hard scattering, while Example
8.3 is a screen with empty interior but positive surface measure where the scattered
�eld, de�ned as a limiting geometry solution by De�nition 7.4, is non-zero for both
sound-soft and sound-hard scattering.

Example 8.1 ( Scattering by a Sierpinski triangle and its prefractal approxima-
tions). Suppose thatn = 3 and � � �



Fig. 8.2 . The �rst four prefractal approximations to the standard two-dimensional middle-third
Cantor set (or Cantor dust).

for V � = H � 1=2
� j

= eH � 1=2(� �
j ), and (assuming � ui + k2ui = 0 in a neighbourhood

of � ) us
j also satis�es SD-cl by Lemma 3.14; further SD-cl is well-posed by Theorem

6.2(a). By Theorem 7.1 and Remark 7.2,us
j ! us as j ! 1 uniformly on compact

subsets ofD := R3 n � , and locally in W 1 norm.
In the case of sound-soft scattering andn = 3, some of the results of the following

example can be found in [19



Our next example is a screen with empty interior but positive surface measure
which is not 1=2-null. Our \Swiss cheese" construction follows that of Polking, who
used it in [47, Theorem 4] to construct explicitly a compact setF � Rn with empty
interior that is not n=2-null.

Example 8.3 ( Scattering by a \Swiss cheese" screen). By a Swiss cheesescreen
we mean, for n = 2 ; 3, a compact subset� of � 1 constructed as follows: take a
bounded open set
 � � 1 , and sequences(x j )1

j =1 � 
 and (r j )1
j =1 � (0; 1 ), and

de�ne � j := Fj for j 2 N, where

Fj := 
 n
j[

m =1

B r m (xm );

and set � := \ 1
j =1 � j . If the sequence(xm )1

m =1 is dense in 
 , then � � is empty.
But � need not be empty: indeed, if the radiir m are su�ciently small and decrease
su�ciently rapidly, then � has positive measure, since

m(�) � m(
) � 2(�= 2)n � 1
1X

j =1

r n � 1
m ; for n = 2 ; 3:

The condition m(�) > 0 is necessary (Theorem 4.1(e)), but is not su�cient to ensure
that � is not 1=2-null. But if the radii are small enough and decrease su�ciently
rapidly then, indeed, � is not 1=2-null. It is shown in [32, Theorem 4.6] that for every
open 
 �=>>eBut



Fig. 8.3 . The irregular screen, consisting of a countable number of circles, of Example 8.4, this
an example of a non-Lipschitz (indeed non- C0 ) screen for which the classical formulations remain
well-posed and equivalent to the weak formulations and to the standard BIEs (1.4) .

in the sound-soft case, andSN-w, SN(V + ) subject to (3.18), and SN-cl all have the
same unique solution in the sound-hard case. In Examples 8.5 and 8.6 the classical
formulations SD-cl and SN-cl both fail to be well-posed. In each case� is an interval
for n = 2, a square for n = 3, and the sound-hard scattered �eld for � in the
limiting geometry sense, equivalently the solution to our new formulation SN(V + )
with V + = eH 1=2(�), is di�erent from the scattered �eld for �, which satis�es SN-w.
In Example 8.6 the same e�ects are seen for the sound-soft case.

Example 8.4 ( An irregular screen where all formulations are well-posed and
coincide). Suppose thatn = 3 and, for j 2 N, let sj := (2 j + 1) =(2j (j + 1)) , r j :=
1=(2j (j + 1)) ,



null if n = 3 and � = (1 � � )=2 � 1=4, so that �
�

n � � � C is � 1=2-null, and
eH 1=2(� � ) = H 1=2

�
by Corollary 5.9. As also noted in Example 8.2, ifn = 2 then

dimH (C) > 0 so that dimH (�
�

n� � ) > dimH (C n@� 0) > 0 since dimH (@� 0) = 0 , while
if n = 3 and � > 1=4 then dimH (C) > 1 so that dimH (�

�
n � � ) > dimH (C n @� 0) > 1

since dimH (@� 0) = 1 . Thus, by Corollary 5.11(iii), eH 1=2(� � ) 6= H 1=2
�

if n = 2 , or if
n = 3 and � > 1=4.

Since eH � 1=2(� � ) = H � 1=2
�

, the formulations SD(V � ) for sound-soft scattering by
� that satisfy (3.18) collapse onto a single formulation with a single unique solution
us, and this solution, by Corollary 7.5(a), is also the unique solution ofSD-w, and the
limiting geometry solution in the sense of De�nition 7.3. In particular, if us

j denotes
the solution, when � is replaced by� j , to SD-w or SD-cl (all formulations have the
same solution for the screen� j , as in the other examples above),us

j ! us, uniformly
on compact subsets ofD and locally in W 1 norm as j ! 1 , by Theorem 7.1(a).

Since � 0 is Lipschitz, � 0 = �
�
, and eH � 1=2(�

�
) = H � 1=2

�
, us is also the unique

solution to (any of the formulations) for sound-soft scattering by� 0, including SD-w
and SD-cl. Thus the limiting geometry solution for sound-soft scattering by the screen
� = � 0 n C is the same as the solution for the screen� 0: the fractal \hole" C in �
does not have any e�ect.

Similar remarks apply in the sound-hard case ifn = 3 and � � 1=4, for then
eH 1=2(� � ) = H 1=2

�
, and the limiting geometry solution of De�nition 7.3 for � is just

the solution for scattering by the square screen� 0. But if n



Fig. 8.4 . The �rst four prefractal approximations to the Koch snowake.

that (x j ) is dense in � 0



in this case (Theorem 6.2(b)). These formulations do have solutions, namely the
solutions of the well-posed formulationsSN(V + ) and N(V + ), respectively, for anyV +

satisfying (3.18), in particular for V + = eH 1=2(�) and V + = H 1=2
�

(Theorem 3.30 and
Corollary 3.32), but uniqueness does not hold.

An open problem in this case is whether or noteH 1=2(�) = H 1=2
�

. If this does hold
then the formulations for sound-hard scattering,SN(V + ) with V + satisfying (3.18),
collapse to a single formulation, but if this does not hold then there are in�nitely
many of these formulations (with cardinality c), with in�nitely many distinct solutions
(Theorem 5.6). In particular the solution to SN(V + ) with V + = eH 1=2(�) is the
limiting geometry solution in the sense of De�nition 7.3, in particular is the limit as
j ! 1 of us

j , the solution to SN-w, or equivalently SN-cl, for the Lipschitz open set

that is the j th prefractal � j . The solution for V + = H 1=2
�

is the limiting geometry

solution for the closed von Koch snowake� in the sense of De�nition 7.4, equivalently
the solution to SN-w (Corollary 7.5). It is an open question whether these solutions
are the same: all we can currently say is that they are the same ifeH 1=2(�) = H 1=2

�
,

and that if eH 1=2(�) 6= H 1=2
�

then these solutions are di�erent for plane wave incidence
for almost all incident wave directions (Theorem 5.6).

Similar remarks apply for sound-soft scattering. It is also an open problem whether
or not eH � 1=2(�) = H � 1=2

�
. SD-cl and D-st are well-posed if and only if equality

holds (Theorem 6.2), and this also determines whether the formulationsSD(V � ) and
D(V � ) with V � satisfying (3.18) collapse to a single formulation, or whether there
are in�nitely many formulations with cardinality c (Theorem 5.5). Similarly to the
sound-hard case the solution toSD(V � ) with V � = eH � 1=2(�) is the limiting geome-
try solution in the sense of De�nition 7.3, in particular is the limit as j ! 1 of us

j ,
the solution to SD-w, or equivalently SD-cl, for the Lipschitz open set that is thej th
prefractal � j . The solution for V � = H � 1=2

�
is the limiting geometry solution for the

screen � in the sense of De�nition 7.4, equivalently the solution toSN-w (Corollary
7.5). We do not know whether these solutions are the same: this depends on whether
or not eH � 1=2(�) = H � 1=2

�
(Theorem 5.5).
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