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In this paper we carry out numerical experiments using incremental 4D-Var (section 2) to address
the following questions: Is it better to model observation error correlation structure approximately than
not at all? and Is it computationally feasible to model observation error correlations? We use identical
twin experiments so that a ‘truth’ trajectory is available and we are able to consider analysis errors
explicitly. We specify two ‘true’ correlated observation error covariance matrices that we use to simulate
synthetic observation errors, described in section 3. Howe







3.3 Markov matrix

The second approximate form of matrix that we employ is a Mark



in Figure 2. The plots show that the eigenvalue size declines sharply as the eigenvalue number increases.
The condition number (ratio of largest to smallest eigenvalue) for the Markov matrix is 400 and for the
SOAR matrix is 4.8 × 105. After 100 eigenvalues 80% and 99% of the overall uncertainty is represented
for the Markov and SOAR matrix respectively. (Uncertainty percentages are calculated using (sum of
eigenvalues used)/(sum of all eigenvalues or trace of matrix) × 100%.) Therefore we use 100 eigenpairs
as an empirical upper limit to the number of eigenpairs used in the assimilation.

The number of eigenpairs we use in our approximations are k = 10, k = 20, k = 50, and k = 100.
This represents 1%, 2%, 5% and 10% of the total number of eigenpairs. An ED approximation using
the full number of eigenpairs k = 1001 is equivalent to using the true error correlation matrix in the
system. Obviously using all the eigenpairs is an expensive procedure and would not be attempted
operationally. However in these smaller dimensioned experiments, knowing the performance of the



The height of the obstacle in the fluid is given by

ho(xD) =
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0 ≤ |xD| ≤ a

0 |xD| < 0 or |xD| > a

where hC is the maximum height of the obstacle and a is half the length over which the base of the
obstacle extends. The values of a and hC are set as: a = 40∆xD = 0.4m, hC = 0.05m. The temporal
domain is 100 timesteps with step size t = 9.2 × 10−3s. At t = 0 the:



(a) Error 1 (E1): The norm of the analysis error in the true solution
∥

∥xRf
− x∗

∥

∥
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(18)

where x∗ is the true solution of the original model run from which the observations are sampled,
and xRf

is the converged solution to the assimilation problem when the approximation Rf is used
in calculating the cost function, but the observation errors themselves are sampled using the true
error covariance Rt;

(b) Error 2 (E2): The percentage norm of the analysis error in the converged solution relative to the
norm of the true converged solution

∥

∥



8 Experiment 2: SOAR error correlation structure

In this section we consider the effect of our choice of the true observation error correlation structure.
In Experiment 1 the true error correlation matrix was generated from a Markov distribution. We now
change the correlation matrix to represent a SOAR distribution with length scale LR = 0.1m. The
matrix representations used to approximate this correlation structure are the same as those used in
Experiment 1. Using a SOAR matrix will allow us to determine whether the Markov approximation also
minimises analysis error when the true correlation structure is not in Markov form, and how well the ED
and diagonal approximations perform in comparison.

The analysis errors E1 and E2 at t = 0 for the different approximations to the SOAR error covariance
matrix are given in Tables 3 and 4. Comparing the results to Table 1 and 2, we observe that the qualitative
nature of the errors is very similar. For example, using the true error covariance matrix structure results
in the smallest errors and diagonal approximations result in the largest errors. The approximations
resulting in the smallest analysis errors are a Markov matrix with length scale LR = 0.2m and an ED
matrix using 100 eigenpairs. It is intuitive that a Markov matrix with a longer length scale is preferable,
because of the longer tails in a SOAR function. The E2 error in the u field is also small for Markov
approximations with length scale between LR = 0.2m and LR = 0.05m, compared to a 9.4% error when
a 4× diagonal approximation is used. Inflated diagonal approximations perform slightly worse than a
simple diagonal approximation; this is in line with the information content results in Stewart (2010),
when the background errors were uncorrelated.

It is also expected that an ED matrix using 100 eigenpairs results in a very small analysis error
relative to the converged solution, because as we observed in section 3.4, 100 eigenpairs represent 99%
of the overall uncertainty in the matrix. It is encouraging that an ED approximation using even fewer
eigenpairs also results in an improved E2 error relative to a diagonal approximation; using 5% of the
available eigenpairs results in an E2 error in the φ field of 2.3% compared to 5.3% when a diagonal
approximation is used. The E1 errors in using an ED approxima
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Figure 6: As in Figure 5 but for φ field.
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Approximation E1:
∥

∥xRf
− x∗

∥

∥

2

∥

∥xRf
− xRt

∥

∥

2
E2 (%)

Truth 0.20 0 0
Diagonal 0.30 0.23 7.2
2 × Diagonal 0.31 0.23 7.2
4 × Diagonal 0.31 0.24 7.5
Markov (LR = 0.2) 0.21 0.06 1.9
Markov (LR = 0.1) 0.20 0 0
Markov (LR = 0.05) 0.21 0.05 1.6
Markov (LR = 0.01) 0.27 0.18 5.6
ED (k = 10) 0.28 0.19 5.9
ED (k = 20) 0.28 0.19 5.9
ED (k = 50) 0.25 0.15 4.7
ED (k = 100) 0.23 0.10 3.1

Table 1: Analysis errors in u field at t = 0 for different approximations to a Markov error covariance
matrix (‖xR‖2 = 3.20)

Approximation E1:
∥

∥xR



Approximation E1:
∥

∥xRf
− x∗

∥

∥

2

∥

∥xRf
− xRt

∥

∥

2
E2 (%)

Truth 0.57 0 0
Diagonal 3.36 3.32 5.3
2 × Diagonal 3.59 3.55 5.7
4 × Diagonal 3.99 3.95 6.3
Markov (LR = 0.2) 0.81 0.63 1.0
Markov(LR = 0.1) 1.18 1.06 1.7
Markov (LR = 0.05) 1.69 1.60 2.6
Markov (LR = 0.01) 2.89 2.84 4.5
ED (k = 10) 3.90 3.87 6.2
ED (k = 20) 3.71 3.67 5.9
ED (k = 50) 1.56 1.45 2.3
ED (k = 100) 1.06 0.85 1.4

Table 4: Analysis errors in φ field at t = 0 for different diagonal approximations to a SOAR error
covariance matrix (‖xR‖2 = 62.54)
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