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Abstract

Many natural and technological applications generate time ordered
sequences of networks, defined over a fixed set of nodes; for example
time-stamped information about ‘who phoned who’ or ‘who came into
contact with who’ arise naturally in studies of communication and
the spread of disease. Concepts and algorithms for static networks
do not immediately carry through to this dynamic setting. For ex-
ample, suppose A and B interact in the morning, and then B and C
interact in the afternoon. Information, or disease, may then pass from
A to C, but not vice versa. This subtlety is lost if we simply sum-
marize using the daily aggregate network given by the chain A-B-C.
However, using a natural definition of a walk on an evolving network,
we show that classic centrality measures from the static setting can
be extended in a computationally convenient manner. In particular,
communicability indices can be computed to summarize the ability of



PACS: 89.75.Fb, 89.75.Hc, 84.40.Ua

1 Motivation

At the heart of network science are the well established mathematical fields
of deterministic and random graph theory, with concepts such as connect-
edness, pathlength, diameter, degree and clique playing key roles [8, 21].
The motivation for this work is that a new type of time-dependent network-
based object is emerging from a range of digital technologies that requires a
fundamentally different way of thinking.

In Figure 1 we show a simple example of an evolving network, where undi-
rected connections between a fixed set of seven nodes is recorded over three
days. If we regard the links as representing communication, for example, by
telephone or email, then we see that A may pass a message to C through the
links A ↔ B and B ↔ G on day 1 and then through the links G ↔ E and
E ↔ C on day 2. However, there is no way for C to pass a message to A.
Analogously, if the links represent physical proximity, then A may pass an
infection to C but C cannot cause A to be infected. This asymmetry, which
arises even though each individual network is symmetric, is caused by the
arrow of time. It is clear that simply aggregating the individual networks
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Figure 1: Simple example of an evolving network.

• networks of online social users (e.g., Facebook) interacting through
messaging [25] or online chatting systems (e.g. MSN) [19],

• networks of travellers, vehicles or available routes defined over a dy-
namic transportation infrastructure [14, 18],

• networks describing transient social interactions over cyberspace [23],

• networks describing individuals’ attendance at regularly scheduled events
over time [1],

• correlated neural activity in response to a functional task [15].



respect the time ordering of the data—for example, backward and forward
running clocks would be treated similarly.

Let us emphasize at this stage that unlike in the well-studied ‘network
growth’ context, where new nodes and accompanying edges are accumulated



further benefit of the walk counting approach is that the combinatorics can
be conveniently described and implemented in terms of operations in linear
algebra, and we will show that this feature can be carried through to the
dynamic case.

We emphasize that the sequence of times tr1 , tr2 , . . . , trw in Definition 1
must be nondecreasing, in order to respect the arrow of time, but

• repeated times are allowed: for example, if r1 < r2 = r3 < r4 then
precisely two edges are followed at time tr2 ,

• times are not required to be consecutive: for example, if r2 > r1 + 1
then the networks corresponding to times in between tr1 and tr2 have
not been used during the walk.

Of course, depending on the application area, it may be reasonable to al-
ter these features; forcing at most one edge per time level and/or forcing
time levels to be consecutive. The ideas presented here could be adjusted
accordingly.

Our key observation, which generalizes a simple result from graph theory
(see, for example, [10, Lemma 1.1]) is that the matrix product A[r1]A[r2] · · · A[rw]

has i, j element that counts the number of dynamic walks of length w from
node



The use of the identity matrices in (2) is crucial in our target case of large,
sparse networks—it allows a message to ‘wait’ at a node until a suitable
connection appears at a later time.

Overall, as required, the matrix Q records the sum of all terms of the
form (1). We may therefore use Qij as our summary of how well information
can be passed from node i to node j. The nth row and column sums

Cbroadcast
n :=

N∑
k=1

Qnk and Creceive
n :=

N∑
k=1

Qkn (3)

are centrality measures that quantify how effectively node n can broadcast
and receive messages, respectively1.

Because we are interested in the relative values of the centrality measures
across all nodes, rather than their absolute sizes, it makes sense to avoid
under or overflow in the computation of Q using an iteration such as

Qk+1 =
Q



centrality measures reduce to multiples of the aggregate out and in degrees,
shifted by unity;

lim
a→0+

Cbroadcast
n − 1



It follows that

S(Q) = I + a

M∑
p=0

A[p] + O(a2), (4)





3.2 Telecommunication Data

We now consider telecommunication data from [7]. We have daily “who
phoned who” information between 106 individuals based at M.I.T. over 365



Figure 3: Adjacency matrices for the M.I.T. telecommunication data, sym-
metrized and aggregated into 13 sets of 28 day windows.
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Figure 4: Daily M.I.T. telecommunication data. Upper right: total activity
per day. Upper left: Broadcast versus receive centrality; correlation 0.14, top
twenty overlap size 4. Lower left: broadcast centrality versus total degree;
correlation 0.50, top twenty overlap size 9. Lower right: Receive centrality
versus total degree; correlation 0.28, top twenty overlap size 6.
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Overall, the experiments indicate that the two new measures deliver distinct
information that is different from a raw degree count, and remains consistent
over a range of a values.

3.3 Email Data

We now consider a public domain data set concerning email activities of
Enron employees. In [5] the static, aggregate network was analysed, but
here we treat it as an evolving network. We constructed daily information
representing emails between 151 Enron employees, including to, cc or bcc.
So A

[k]
ij = 1 if employee i sent at least one message to employee j on day k, but



Figure 5: Daily M.I.T. telecommunication data. Upper: a = 0.1 versus
a = 0.05; correlations are 0.93 for broadcast and 0.98 for receive, respective
top twenty overlap sizes are 14 and 16. Lower: a = 0.05 versus a = 0.01;
correlations are 0.82 for broadcast and 0.81 for receive, respective top twenty
overlap sizes are 16 and 11.
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Figure 6: Results for Enron email data. Upper left: total number of edges
per day. Upper right: Scatter plot of broadcast and receive centralities; cor-
relation 0.00, top twenty overlap size 2. Lower left: Scatter plot of broadcast
centrality and total out degree; correlation 0.62, top twenty overlap size 11
Lower right: Scatter plot of receive centrality and total in degree; correlation
0.28, top twenty overlap size 6.
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time steps 0 up to M we have

E(Q|A[0]) = I + a
(
RM ◦ (A[0] − A[∞]) + (M + 1)A[∞]

)
+ O(a2),

where RM is the symmetric matrix given by (Rp)ij = (1 − (1 − αij +
ωij)

M+1)/(αij+ωij), and ◦ denotes componentwise multiplication. This quan-
tifies the relative contributions to Q made by the initial condition and the
long term expected equilibrium value for each edge. So if the observer wishes
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